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Abstract

Natural conditions on an operator A are given so that the Neumann series for
(Id+A)−1 converges in higher norm topologies.

1 The general case

In applications one often considers equations of the form

(Id+A)u = v (1)

where A is a bounded linear operator. In this note we consider the convergence of the
Neumann series solution for this type of equation. We first prove a fairly abstract result
and then consider a variety of special cases. Suppose that {Xk} is a nested collection
of Banach spaces, X0 ⊃ X1 ⊃ . . . Xk ⊃ Xk+1 ⊃ . . . , with norms {‖ · ‖k}. Let |||A|||
denote the operator norm of A : X0 → X0,

|||A||| = sup
X03u6=0

‖Au‖0

‖u‖0
. (2)

If |||A||| < α0 < 1 then it is well known that the Neumann series for (Id+A)−1 con-
verges, see [1]. Indeed, if we define the sequence

u0 = v

uj = v − Auj−1

(3)

then uj is the jth partial sum of the Neumann series. A simple induction argument
shows that

‖uj+1 − uj‖0 ≤ α
j
0‖u1 − u0‖0. (4)
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If we further suppose that A : Xk → Xk is a bounded operator for k ≤ K, and
v ∈ Xk, for such a k, then the iterates {uj}, defined in equation (3), belong to Xk. Our
main theorem gives conditions under which the solution u to (1) also belongs to Xk,

and the iterates defined in (3) converge to u in the Xk-topology.

Theorem 1. Suppose that A : X0 → X0 is a bounded linear operator and K is a
positive integer or ∞. Assume that

1. |||A||| = α0 < 1

2. A : Xk → Xk boundedly for each k ≤ K

3. For each k ≤ K there are constants αk < 1 and Ck < ∞ so that, for u ∈ Xk,

we have the estimate

‖Au‖k ≤ αk‖u‖k + Ck‖u‖k−1. (5)

If v ∈ Xk, for a k ≤ K, then the sequence {uj} defined in (3) converges to u in the
Xk-topology and therefore the solution to (1) belongs to Xk.

Remark 1. The estimate in (5) is natural from the perspective of pseudodifferential
operators. Suppose that M is a compact manifold and Xk = Hk(M). If A is a pseu-
dodifferential operator on M, of order zero, whose principal symbol satisfies

sup
x∈M

lim sup
ξ→∞

|σ0(A)(x, ξ)| = α < 1, (6)

then A satisfies the estimates in (5), with αk = α. See [2].

Proof. The proof of the theorem is a small extension of the proof for the k = 0 case.
By induction assume that we have shown, for l < k, that there are constants, {βl} less
than 1, and constants {C ′

l} so that, for all j, we have:

‖uj+1 − uj‖l ≤ C ′
lβ

j
l ‖u1 − u0‖l. (7)

The estimate in (5), and the definition of the sequence, {uj}, imply that

‖uj+1 − uj‖k ≤ αk‖uj − uj−1‖k + Ck‖uj − uj−1‖k−1 (8)

Applying (7) gives the estimate

‖uj+1 − uj‖k ≤ αk‖uj − uj−1‖k + CkC ′
k−1β

j−1
k−1‖u1 − u0‖k−1 (9)

Using this estimate recursively we obtain

‖uj+1 − uj‖k ≤ α
j
k‖u1 − u0‖k + CkC ′

k−1

[

j
∑

m=1

β
j−m
k−1 αm−1

k

]

‖u1 − u0‖k−1. (10)

From this estimate it is immediate that there exists a constant βk < 1 and C ′
k < ∞ so

that
‖uj+1 − uj‖k ≤ C ′

kβ
j
k‖u1 − u0‖k. (11)

This completes the proof of the induction hypothesis. The proof of the theorem follows
easily from (11) via the k = 0 argument.
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2 Positive self adjoint operators

In this section we assume that X0 is a Hilbert space and that B : X0 → X0 is a
bounded, positive, self adjoint operator. For every v ∈ X0 the equation

(Id +B)u = v (12)

has a unique solution. By slightly modifying the equation, the solution can be found
by summing a Neumann series. In particular, we observe that, if γ is a constant, then u

is a solution to (12) if and only if u is a solution to

[Id +
2

2 + γ
(B − γ

2
Id)]u =

2

2 + γ
v. (13)

Lemma 1. Let B : X0 → X0 be a bounded, positive, self adjoint operator. If γ = |||B|||
then the Neumann sequence for equation (13):

u0 =
2

2 + γ
v,

uj+1 =
2

2 + γ
v − 2

2 + γ
(B − γ

2
Id)uj .

(14)

converges, in the X0-topology, to the unique solution of (12).

Proof. Since B is a positive operator, the spectrum of B lies in the interval [0, γ], and,
therefore

∣
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∣

∣

∣

∣

∣
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∣

∣

∣

∣

2

2 + γ
(B − γ

2
Id)

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

=
γ

2 + γ
< 1. (15)

This in turn implies that the sequence defined in (14) converges in the X0-topology to
the solution of equation (13).

To apply Theorem 1 to equation (12) requires further hypotheses on B. First we
assume that B : Xk → Xk is bounded for every k ≤ K. A simple natural assumption
is that B is a “smoothing”operator, so that there are constants {Ck} such that, we have
the estimates

‖Bu‖k ≤ Ck‖u‖k−1. (16)

In fact somewhat less is needed to apply the theorem. It suffices to assume that there
are constants {αk} and {Ck} so that, for every k, we have

αk < 1,

‖Bu‖k ≤ αk‖u‖k + Ck‖u‖k−1.
(17)

Proposition 1. Let K be a positive integer, or infinity. Assume that B : Xk → Xk

is a bounded operator for k ≤ K, which is moreover positive and self adjoint, when
k = 0. Suppose there are constants {αk} and {Ck} so that the estimates in (17) hold
for k ≤ K. If v ∈ Xk, for a k ≤ K, then the iterates defined in (14) converge to u in
the Xk-topology.
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Proof. We only need to verify the third hypothesis of Theorem 1 for the operator
2

2+γ
(B − γ

2 Id). Let u ∈ Xk, then the triangle inequality, and our assumptions on
B imply that

‖ 2

2 + γ
(B − γ

2
Id)u‖k ≤ ‖ 2

2 + γ
Bu‖k +

γ

2 + γ
‖u‖k

≤
[

2αk + γ

2 + γ

]

‖u‖k +
2Ck

2 + γ
‖Bu‖k−1.

(18)

The assumption αk < 1 implies that

2αk + γ

2 + γ
< 1. (19)

Hence we can apply Theorem 1 to complete the proof of the Proposition.

Remark 2. Suppose that B is a pseudodifferential operator of order zero, on a compact
manifold M with a nonnegative principal symbol, σ0(B). If

sup
x∈M

lim sup
ξ→∞

|σ0(B)(x, ξ)| = γ̃1, (20)

then 2
2+γ̃1

(B− γ̃1

2 Id) is an order zero pseudodifferential operator with principal symbol
2

2+γ̃1

(σ0(B)− γ̃1

2 ). The sup-norm of this symbol is bounded by γ̃1

2+γ̃1

. Using for {Xk}
the standard Sobolev spaces {Hk(M)}, Garding’s inequality implies that, for each
k > 0, there is a constant Ck, so that:

‖ 2

2 + γ̃1
(B − γ̃1

2
Id)u‖k ≤ γ̃1

2 + γ̃1
‖u‖k + Ck‖u‖k−1. (21)

Suppose that B is also a positive self adjoint operator, with L2-norm γ̃2. If γ =
max{γ̃1, γ̃2} then, for v ∈ L2(M), Lemma 1 applies to show that the sequence in (14)
converges in L2(M) to the solution, u, of (Id+B)u = v. If v ∈ Hk(M), then the
estimates in (21), with γ̃1 replaced by γ allow Theorem 1 to be applied to conclude
that this sequence also converges in Hk(M).

Remark 3. If B is a positive operator then there are many other iteration schemes
which converge to the solution of (12). For example, the conjugate gradient method
provides a different sequence. It seems quite an interesting question whether, under
hypotheses like those in the proposition, these schemes provide sequences which con-
verge in the Xk-topology.

3 A Marchenko equation

We finish by considering a concrete example which arises in the inverse scattering
theory of the Zakharov-Shabat 2 × 2-system. Suppose that f is function defined on R
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which belongs to L1([2t,∞)), for every finite t. For each such t, define the operator,
Ft, on L2([t,∞))

Fth(s) =

∞
∫

t

f(s + y)h(y)dy. (22)

Lemma 2. If f belongs to L1([2t,∞)), then the Ft is a bounded operator on L2([t,∞))
with

|||Ft||| =

∞
∫

2t

|f(x)|dx. (23)

Proof. The proof is a straightforward application of the Cauchy-Schwarz inequality,
which we leave to the interested reader.

A simple calculation shows that the adjoint of Ft, as a operator on L2([t,∞)), is
given by

F ∗
t h(s) =

∞
∫

t

f̄(s + y)h(y)dy. (24)

The Marchenko equation for the ZS-2 × 2 system can be written

[(Id +F ∗
t Ft)kt](s) = f̄(s + t). (25)

For each t, this evidently satisfies the hypotheses of Lemma 1 with γt = |||F ∗
t Ft||| ,

where

γt =





∞
∫

2t

|f(x)|dx





2

.

For applications, it is of considerable interest to know when a sequence converging to
a solution of the Marchenko equation also converges in a stronger topology . For this
case we take Xk = Hk([t,∞)), with the norms

‖h‖2
k =

k
∑

j=0

‖∂j
xh‖2

L2([t,∞)).

Lemma 3. Suppose that the functions {f, ∂xf, . . . , ∂k
xf} belong to L1([2t,∞)). Then

Ft defines a bounded map from X0 to Xk, for j = 1, . . . , k.

Proof. This follows immediately from Lemma 2 and the observation that

∂j
x[Fth](s) =

∞
∫

t

(∂j
xf)(s + y)h(y)dy. (26)

Using integration by parts one easily proves the following:



3 A Marchenko equation 6

Lemma 4. Suppose that the functions {f, ∂xf, . . . , ∂k−1
x f} belong to L1([2t,∞)) ∩

L2([2t,∞)). Then Ft defines a bounded map from Xj to Xj for each j ≤ k.

Proof. We sketch the k = 1 case. Integrating by parts we see that

∂x[Fth](s) = −f(s + t)h(t) −
∞
∫

t

f(s + y)hx(y)dy. (27)

The claim follows from the hypotheses of the lemma, Lemma 2 and the elementary
estimate:

|h(t)| ≤
√

‖hx‖2
L2([t,∞)) + ‖h‖2

L2([t,∞)). (28)

The general case follows by repeatedly differentiating (27) and integrating by parts.

As F ∗
t Ft is a positive self adjoint operator on L2([t,∞)), we can apply Proposi-

tion 1 to the Marchenko equation to obtain:

Proposition 2. Suppose that the functions {f, ∂xf, . . . , ∂k
xf} belong to L1([2t,∞))

and {f, ∂xf, . . . , ∂k−1
x f} to L2([2t,∞)). If v ∈ Hk([t,∞)) then the sequence defined

by

h0 =
2

2 + γt

v,

hj+1 =
2

2 + γt

v − 2

2 + γt

[F ∗
t Ft −

γt

2
Id]hj

(29)

converges in Hk([t,∞)) to the unique solution of

[Id +F ∗
t Ft]h = v. (30)

Proof. Lemma 3, and the hypotheses imply that for each j ≤ k, there is a constant Cj

so that, for all u ∈ L2([t,∞)), we have the estimate

‖F ∗
t Ftu‖j ≤ Cj‖Ftu‖0 ≤ √

γtCj‖u‖0. (31)

Hence F ∗
t Ft satisfies satisfies the hypotheses of Proposition 1 with αk ≡ 0.

The k = 1 case is of particular interest in applications. In this case, the image of the
unit ball in L2([t,∞)) under F ∗

t Ft consists of uniformly bounded, uniformly equicon-
tinuous functions. Hence the iterates defined in (18) are also uniformly bounded and
uniformly equicontinuous. It is therefore an easy consequence of the Arzela-Ascoli
theorem that they converge locally uniformly to the solution of the Marchenko equa-
tion.
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