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Quantum Mechanics in a Nutshell

1. (measurement free) Physical processes  
are modeled by unitary transformations

 applied to the state vector: |S> -----> U|S> 

0.  A state of a physical system corresponds to a unit 
vector |S> in a complex vector space.

2. If |S> = z  |1> + z  |2> + ... + z   |n>

in a measurement basis {|1>,|2>,...,|n>}, then
measurement of |S> yields |i> with probability

 |z |^2.
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U

H|0>

|phi>

Measure
frequency

 of

Hadamard Test - For Trace(U).

|0>

|0> occurs with probability
1/2 + Re[<phi|U|phi>]/2.

H



A knot is an embedding of a simple closed 
curve in three dimensional space.

Two knots K, L are equivalent if there is
a homeomorphism h:R3 ----> R3

so that h(K) = L.
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Are Glueballs Knotted Closed Strings?

Antti J. Niemi∗

Department of Theoretical Physics, Uppsala University,
Box 803, S-75 108 Uppsala, Sweden

May 29, 2006

Abstract

Glueballs have a natural interpretation as closed strings in Yang-Mills theory.
Their stability requires that the string carries a nontrivial twist, or then it is knot-
ted. Since a twist can be either left-handed or right-handed, this implies that
the glueball spectrum must be degenerate. This degeneracy becomes consistent
with experimental observations, when we identify the ηL(1410) component of the
η(1440) pseudoscalar as a 0−+ glueball, degenerate in mass with the widely ac-
cepted 0++ glueball f0(1500). In addition of qualitative similarities, we find that
these two states also share quantitative similarity in terms of equal production ra-
tios, which we view as further evidence that their structures must be very similar.
We explain how our string picture of glueballs can be obtained from Yang-Mills
theory, by employing a decomposed gauge field. We also consider various experi-
mental consequences of our proposal, including the interactions between glueballs
and quarks and the possibility to employ glueballs as probes for extra dimen-
sions: The coupling of strong interactions to higher dimensions seems to imply
that absolute color confinement becomes lost.

∗Antti.Niemi@teorfys.uu.se
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Universal energy spectrum of tight knots and links in physics∗

Roman V. Buniy† and Thomas W. Kephart‡

Department of Physics and Astronomy, Vanderbilt University, Nashville, TN 37235, USA

We argue that a systems of tightly knotted, linked, or braided flux tubes will have a universal
mass-energy spectrum, since the length of fixed radius flux tubes depend only on the topology of
the configuration. We motivate the discussion with plasma physics examples, then concentrate on
the model of glueballs as knotted QCD flux tubes. Other applications will also be discussed.

I. INTRODUCTION

It is known from plasma physics that linked magnetic
flux tubes are much more stable than an unknotted single
loop [1]. Linked flux tubes carry topological charge, and
this can be thought of as a conserved (at least to low-
est order) physical quantum number. Similarly, knotted
flux tubes carry topological quantum numbers, and one
can think of a knot as a self-linked loop. The topological
charges are described by knot polynomials that are re-
lated to projections of knots or links into a plane where
the crossings of the loops are assigned various attributes.
Following each line around its loop generates the polyno-
mials. Several types of polynomials have been studied in
the literature (see e.g. Refs. [2, 3]): Alexander, Conway,
Jones, Kauffman, etc., with increasing levels of precision
for distinguishing knots. For example, the simplest knot,
the trefoil, has a chiral partner (mirror image) that is
not detected by the simpler polynomials, but is by the
more sophisticated ones. Hence, a pair of knots with dif-
ferent polynomials are different, but the converse is not
necessarily true. It is still an unsolved problem to find a
set of polynomials that distinguishes all non-isomorphic
knots/links. Similar results hold for braids, and we will
also discuss these objects below.

II. REVIEW OF PREVIOUS PHYSICAL
RESULTS ON TIGHT KNOTS AND LINKS

If the loops have fixed uniform thickness and circu-
lar cross-section (we will eventually discuss how one can
relax this condition), then each knot and link has a com-
pletely specified length if the configuration is tight, i.e.,
is of the shortest length with the tubes undistorted and
non-overlapping. If tubes have uniform cross sections, as
can be approximately the case with magnetic or electric
flux tubes carrying quantized flux, or for a polymer or
even a piece of spaghetti, then the length of the tight
knot is proportional to the mass (or energy) of the knot.

∗This work is a contribution to “Numerical methods, simulations,
and computations in knot theory and its applications”, J. Calvo,
K. Millet, and E. Rawdon, eds., World Scientific, Singapore, 2004.
†Electronic address: roman.buniy@vanderbilt.edu
‡Electronic address: thomas.w.kephart@vanderbilt.edu

This, we claim, generates a universal mass (energy) spec-
trum for knotted/linked configurations of objects of this
type. The lengths of tight knots were not studied until
the mid-1990s [4], and only recently have accurate calcu-
lations of large numbers of tight knots [5] and links [6]
become available. These results now make it possible to
examine physical systems and compare them with the
knot spectrum. The first physical example studied was
tightly knotted DNA [4]. More recently, we have exam-
ined the glueball spectrum of QCD [7]. These particles [8]
are likely to be solitonic states [9] that are solutions to the
QCD field equations. While QCD will be our main focus
in this chapter, there are many more cases where tight
knots may play a role. We first proceed with an analysis
of flux tubes in plasma physics. The lack of controllable
quantum flux renders this case somewhat less interest-
ing than its generalization to QCD. We will not go into
any experimental details here, but we hope the experts
in the areas discussed will take our general perspective
into account when analyzing their data.

In order to decide if a system of flux tubes falls into
the universal class of having a tight knot energy spec-
trum, we must first investigate the time scales involved.
These are the lifetime of the soliton τs and the relax-
ation time τr necessary to reach the ground state of a
tight knot configuration. The soliton lifetime (or the
corresponding decay width Γs = 1/τs) can depend on
several factors. These include the effects of flux tube
breaking, rearrangement, and reconnection. The partial
width for flux tube breaking is non-zero if the produc-
tion of particle/anti-particle pairs is energetically possi-
ble, for example monopole/anti-monopole (MM̄) pairs or
color monopole/anti-monopole (MCM̄C) pairs for mag-
netic flux (or color magnetic flux) or quark/anti-quark
(qq̄) pairs for color electric flux tubes. The partial widths
can vary widely depending on the particle masses (e.g.,
mq ! M , so we expect qq̄ pairs to be easier to produce
than MM̄ pairs), interaction strengths (this, for instance,
enhances MM̄ pair production versus qq̄ pair produc-
tion), and boundary conditions (tube shape and length).
Rearrangement is a quantum effect where, for example, in
a double donut arrangement, the loops can tunnel free of
each other. Finally, reconnection is another effect where
tubes break and re-attach in a different configuration.
Such behavior has been seen in plasma physics, and is
of major importance in understanding a variety of astro-
physical systems. All these processes change topological
charge, and their partial widths compete more or less

Figure 2: The second shortest solitonic flux configuration is the trefoil knot 31 corresponding to the
second lightest glueball candidate f0(980).
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Figure 2: The second shortest solitonic flux configuration is the trefoil knot 31 corresponding to the
second lightest glueball candidate f0(980).
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Figure 1 - A knot diagram.
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Figure 2 - The Reidemeister Moves.

That is, two knots are regarded as equivalent if one embedding can be ob-
tained from the other through a continuous family of embeddings of circles

4

Reidemeister Moves 
reformulate knot theory in 

terms of graph 
combinatorics.



[16], and Bar-Natan’s emphasis on tangle cobordisms [2]. We use similar considera-

tions in our paper [10].

Two key motivating ideas are involved in finding the Khovanov invariant. First

of all, one would like to categorify a link polynomial such as 〈K〉. There are many
meanings to the term categorify, but here the quest is to find a way to express the link

polynomial as a graded Euler characteristic 〈K〉 = χq〈H(K)〉 for some homology
theory associated with 〈K〉.

The bracket polynomial [7] model for the Jones polynomial [4, 5, 6, 17] is usually

described by the expansion

〈 〉 = A〈 〉 + A−1〈 〉 (4)

and we have

〈K ©〉 = (−A2 − A−2)〈K〉 (5)

〈 〉 = (−A3)〈 〉 (6)

〈 〉 = (−A−3)〈 〉 (7)

Letting c(K) denote the number of crossings in the diagramK, if we replace 〈K〉
by A−c(K)〈K〉, and then replace A by −q−1, the bracket will be rewritten in the fol-
lowing form:

〈 〉 = 〈 〉 − q〈 〉 (8)

with 〈©〉 = (q+q−1). It is useful to use this form of the bracket state sum for the sake
of the grading in the Khovanov homology (to be described below). We shall continue

to refer to the smoothings labeled q (or A−1 in the original bracket formulation) as

B-smoothings. We should further note that we use the well-known convention of en-
hanced states where an enhanced state has a label of 1 or X on each of its component

loops. We then regard the value of the loop q + q−1 as the sum of the value of a circle

labeled with a 1 (the value is q) added to the value of a circle labeled with an X (the

value is q−1).We could have chosen the more neutral labels of +1 and −1 so that

q+1 ⇐⇒ +1 ⇐⇒ 1

and

q−1 ⇐⇒ −1 ⇐⇒ X,

but, since an algebra involving 1 and X naturally appears later, we take this form of

labeling from the beginning.
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The form of the 
expansion is the 

same as 
a loop expansion 

of the Potts 
model, 

where the loops 
are 

boundaries of 
regions of 

constant spin.
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The Khovanov Complex -  A Cubical Organization of 
Bracket States



We will make a Hilbert space whose basis is a set of
(enhanced) states of the bracket polynomial for a 

given knot diagram K.

We associate a Hilbert space
 to an individual knot

diagram.



Let c(K) = number of crossings on link K.

Form A       <K> and replace A     by -q    .
-c(K)

Then the skein relation for <K> will 
be replaced by:
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with a 1 (the value is q) added to the value of a circle labeled with anX (the value is q−1).We could have
chosen the more neutral labels of +1 and −1 so that

q+1 ⇐⇒ +1 ⇐⇒ 1

and

q−1 ⇐⇒ −1 ⇐⇒ X,

but, since an algebra involving 1 and X naturally appears later, we take this form of labeling from the

beginning.

To see how the Khovanov grading arises, consider the form of the expansion of this version of the

bracket polynonmial in enhanced states. We have the formula as a sum over enhanced states s :

〈K〉 =
∑

s

(−1)nB(s)qj(s)

where nB(s) is the number of B-type smoothings in s, λ(s) is the number of loops in s labeled 1 minus
the number of loops labeled X, and j(s) = nB(s) + λ(s). This can be rewritten in the following form:

〈K〉 =
∑

i ,j

(−1)iqjdim(Cij)

where we define Cij to be the linear span (over k = Z/2Z as we will work with mod 2 coefficients) of
the set of enhanced states with nB(s) = i and j(s) = j. Then the number of such states is the dimension
dim(Cij).

We would like to have a bigraded complex composed of the Cij with a differential

∂ : Cij −→ Ci+1 j .

The differential should increase the homological grading i by 1 and preserve the quantum grading j. Then
we could write

〈K〉 =
∑

j

qj
∑

i

(−1)idim(Cij) =
∑

j

qjχ(C• j),

where χ(C• j) is the Euler characteristic of the subcomplex C• j for a fixed value of j.

This formula would constitute a categorification of the bracket polynomial. Below, we shall see how the

original Khovanov differential ∂ is uniquely determined by the restriction that j(∂s) = j(s) for each
enhanced state s. Since j is preserved by the differential, these subcomplexes C• j have their own Euler

characteristics and homology. We have

χ(H(C• j)) = χ(C• j)

where H(C• j) denotes the homology of the complex C• j . We can write

〈K〉 =
∑

j

qjχ(H(C• j)).

The last formula expresses the bracket polynomial as a graded Euler characteristic of a homology theory

associated with the enhanced states of the bracket state summation. This is the categorification of the

bracket polynomial. Khovanov proves that this homology theory is an invariant of knots and links (via the

Reidemeister moves of Figure 1), creating a new and stronger invariant than the original Jones polynomial.
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For reasons that will soon become apparent, we 
let -1 be denoted by X and +1 be denoted by 1.

(The module V will be generated by 1 and X.)



and

j(∂|s〉) = j(|s〉)

for each enhanced state s. In the next section, we shall explain how the boundary operator
is constructed.

2. Lemma. By defining U : C(K) −→ C(K) as in the previous section, via

U |s〉 = (−1)i(s)qj(s)|s〉,

we have the following basic relationship between U and the boundary operator ∂ :

U∂ + ∂U = 0.

Proof. This follows at once from the definition of U and the fact that ∂ preserves j and
increases i to i + 1. //

3. From this Lemma we conclude that the operator U acts on the homology of C(K). We
can regard H(C(K)) = Ker(∂)/Image(∂) as a new Hilbert space on which the unitary
operator U acts. In this way, the Khovanov homology and its relationship with the Jones

polynomial has a natural quantum context.

4. For a fixed value of j,
C•,j = ⊕iCi,j

is a subcomplex of C(K) with the boundary operator ∂. Consequently, we can speak of
the homology H(C•,j). Note that the dimension of Cij is equal to the number of enhanced

states |s〉 with i = i(s) and j = j(s). Consequently, we have

〈K〉 =
∑

s

qj(s)(−1)i(s) =
∑

j

qj
∑

i

(−1)idim(Cij)

=
∑

j

qjχ(C•,j) =
∑

j

qjχ(H(C•,j)).

Here we use the definition of the Euler characteristic of a chain complex

χ(C•,j) =
∑

i

(−1)idim(Cij)

and the fact that the Euler characteristic of the complex is equal to the Euler characteristic

of its homology. The quantum amplitude associated with the operator U is given in terms

of the Euler characteristics of the Khovanov homology of the linkK.

〈K〉 = 〈ψ|U |ψ〉 =
∑

j

qjχ(H(C•,j(K))).
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A Quantum Statistical Model for the Bracket 
Polynonmial.

Let C(K) denote a Hilbert space
with basis |s> where s runs over the 

enhanced states of a knot or link diagram K.

One advantage of the expression of the bracket polynomial via enhanced states is that it is

now a sum of monomials. We shall make use of this property throughout the rest of the paper.

3 Quantum Statistics and the Jones Polynomial

We now use the enhanced state summation for the bracket polynomial with variable q to give a
quantum formulation of the state sum. Let q be on the unit circle in the complex plane. (This is
equivalent to letting the original bracket variable A be on the unit circle and equivalent to letting

the Jones polynmial variable t be on the unit circle.) Let C(K) denote the complex vector space
with orthonormal basis {|s〉 }where s runs over the enhanced states of the diagramK. The vector
space C(K) is the (finite dimensional) Hilbert space for our quantum formulation of the Jones

polynomial. While it is customary for a Hilbert space to be written with the letter H, we do not
follow that convention here, due to the fact that we shall soon regard C(K) as a chain complex
and take its homology. One can hardly avoid usingH for homology.

With q on the unit circle, we define a unitary transformation

U : C(K) −→ C(K)

by the formula

U |s〉 = (−1)i(s)qj(s)|s〉

for each enhanced state s. Here i(s) and j(s) are as defined in the previous section of this paper.

Let

|ψ〉 =
∑

s

|s〉.

The state vector |ψ〉 is the sum over the basis states of our Hilbert space C(K). For convenience,
we do not normalize |ψ〉 to length one in the Hilbert space C(K).We then have the

Lemma. The evaluation of the bracket polynomial is given by the following formula

〈K〉 = 〈ψ|U |ψ〉.

Proof.

〈ψ|U |ψ〉 =
∑

s′

∑

s

〈s′|(−1)i(s)qj(s)|s〉 =
∑

s′

∑

s

(−1)i(s)qj(s)〈s′|s〉

=
∑

s

(−1)i(s)qj(s) = 〈K〉,

since

〈s′|s〉 = δ(s, s′)

where δ(s, s′) is the Kronecker delta, equal to 1 when s = s′ and equal to 0 otherwise. //
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3 Quantum Statistics and the Jones Polynomial

We now use the enhanced state summation for the bracket polynomial with variable q to give a
quantum formulation of the state sum. Let q be on the unit circle in the complex plane. (This is
equivalent to letting the original bracket variable A be on the unit circle and equivalent to letting

the Jones polynmial variable t be on the unit circle.) Let C(K) denote the complex vector space
with orthonormal basis {|s〉 }where s runs over the enhanced states of the diagramK. The vector
space C(K) is the (finite dimensional) Hilbert space for our quantum formulation of the Jones

polynomial. While it is customary for a Hilbert space to be written with the letter H, we do not
follow that convention here, due to the fact that we shall soon regard C(K) as a chain complex
and take its homology. One can hardly avoid usingH for homology.

With q on the unit circle, we define a unitary transformation

U : C(K) −→ C(K)

by the formula

U |s〉 = (−1)i(s)qj(s)|s〉

for each enhanced state s. Here i(s) and j(s) are as defined in the previous section of this paper.

Let

|ψ〉 =
∑

s

|s〉.

The state vector |ψ〉 is the sum over the basis states of our Hilbert space C(K). For convenience,
we do not normalize |ψ〉 to length one in the Hilbert space C(K).We then have the

Lemma. The evaluation of the bracket polynomial is given by the following formula

〈K〉 = 〈ψ|U |ψ〉.

Proof.

〈ψ|U |ψ〉 =
∑

s′

∑

s

〈s′|(−1)i(s)qj(s)|s〉 =
∑

s′

∑

s

(−1)i(s)qj(s)〈s′|s〉

=
∑

s

(−1)i(s)qj(s) = 〈K〉,

since

〈s′|s〉 = δ(s, s′)

where δ(s, s′) is the Kronecker delta, equal to 1 when s = s′ and equal to 0 otherwise. //

4

q  is chosen on the unit circle in the 
complex plane.

We define a unitary transformation.



One advantage of the expression of the bracket polynomial via enhanced states is that it is

now a sum of monomials. We shall make use of this property throughout the rest of the paper.

3 Quantum Statistics and the Jones Polynomial

We now use the enhanced state summation for the bracket polynomial with variable q to give a
quantum formulation of the state sum. Let q be on the unit circle in the complex plane. (This is
equivalent to letting the original bracket variable A be on the unit circle and equivalent to letting

the Jones polynmial variable t be on the unit circle.) Let C(K) denote the complex vector space
with orthonormal basis {|s〉 }where s runs over the enhanced states of the diagramK. The vector
space C(K) is the (finite dimensional) Hilbert space for our quantum formulation of the Jones

polynomial. While it is customary for a Hilbert space to be written with the letter H, we do not
follow that convention here, due to the fact that we shall soon regard C(K) as a chain complex
and take its homology. One can hardly avoid usingH for homology.

With q on the unit circle, we define a unitary transformation

U : C(K) −→ C(K)

by the formula

U |s〉 = (−1)i(s)qj(s)|s〉

for each enhanced state s. Here i(s) and j(s) are as defined in the previous section of this paper.

Let

|ψ〉 =
∑

s

|s〉.

The state vector |ψ〉 is the sum over the basis states of our Hilbert space C(K). For convenience,
we do not normalize |ψ〉 to length one in the Hilbert space C(K).We then have the

Lemma. The evaluation of the bracket polynomial is given by the following formula

〈K〉 = 〈ψ|U |ψ〉.

Proof.

〈ψ|U |ψ〉 =
∑

s′

∑

s

〈s′|(−1)i(s)qj(s)|s〉 =
∑

s′

∑

s

(−1)i(s)qj(s)〈s′|s〉

=
∑

s

(−1)i(s)qj(s) = 〈K〉,

since

〈s′|s〉 = δ(s, s′)

where δ(s, s′) is the Kronecker delta, equal to 1 when s = s′ and equal to 0 otherwise. //

4

One advantage of the expression of the bracket polynomial via enhanced states is that it is

now a sum of monomials. We shall make use of this property throughout the rest of the paper.

3 Quantum Statistics and the Jones Polynomial

We now use the enhanced state summation for the bracket polynomial with variable q to give a
quantum formulation of the state sum. Let q be on the unit circle in the complex plane. (This is
equivalent to letting the original bracket variable A be on the unit circle and equivalent to letting

the Jones polynmial variable t be on the unit circle.) Let C(K) denote the complex vector space
with orthonormal basis {|s〉 }where s runs over the enhanced states of the diagramK. The vector
space C(K) is the (finite dimensional) Hilbert space for our quantum formulation of the Jones

polynomial. While it is customary for a Hilbert space to be written with the letter H, we do not
follow that convention here, due to the fact that we shall soon regard C(K) as a chain complex
and take its homology. One can hardly avoid usingH for homology.

With q on the unit circle, we define a unitary transformation

U : C(K) −→ C(K)

by the formula

U |s〉 = (−1)i(s)qj(s)|s〉

for each enhanced state s. Here i(s) and j(s) are as defined in the previous section of this paper.

Let

|ψ〉 =
∑

s

|s〉.

The state vector |ψ〉 is the sum over the basis states of our Hilbert space C(K). For convenience,
we do not normalize |ψ〉 to length one in the Hilbert space C(K).We then have the

Lemma. The evaluation of the bracket polynomial is given by the following formula

〈K〉 = 〈ψ|U |ψ〉.

Proof.

〈ψ|U |ψ〉 =
∑

s′

∑

s

〈s′|(−1)i(s)qj(s)|s〉 =
∑

s′

∑

s

(−1)i(s)qj(s)〈s′|s〉

=
∑

s

(−1)i(s)qj(s) = 〈K〉,

since

〈s′|s〉 = δ(s, s′)

where δ(s, s′) is the Kronecker delta, equal to 1 when s = s′ and equal to 0 otherwise. //

4

One advantage of the expression of the bracket polynomial via enhanced states is that it is

now a sum of monomials. We shall make use of this property throughout the rest of the paper.

3 Quantum Statistics and the Jones Polynomial

We now use the enhanced state summation for the bracket polynomial with variable q to give a
quantum formulation of the state sum. Let q be on the unit circle in the complex plane. (This is
equivalent to letting the original bracket variable A be on the unit circle and equivalent to letting

the Jones polynmial variable t be on the unit circle.) Let C(K) denote the complex vector space
with orthonormal basis {|s〉 }where s runs over the enhanced states of the diagramK. The vector
space C(K) is the (finite dimensional) Hilbert space for our quantum formulation of the Jones

polynomial. While it is customary for a Hilbert space to be written with the letter H, we do not
follow that convention here, due to the fact that we shall soon regard C(K) as a chain complex
and take its homology. One can hardly avoid usingH for homology.

With q on the unit circle, we define a unitary transformation

U : C(K) −→ C(K)

by the formula

U |s〉 = (−1)i(s)qj(s)|s〉

for each enhanced state s. Here i(s) and j(s) are as defined in the previous section of this paper.

Let

|ψ〉 =
∑

s

|s〉.

The state vector |ψ〉 is the sum over the basis states of our Hilbert space C(K). For convenience,
we do not normalize |ψ〉 to length one in the Hilbert space C(K).We then have the

Lemma. The evaluation of the bracket polynomial is given by the following formula

〈K〉 = 〈ψ|U |ψ〉.

Proof.

〈ψ|U |ψ〉 =
∑

s′

∑

s

〈s′|(−1)i(s)qj(s)|s〉 =
∑

s′

∑

s

(−1)i(s)qj(s)〈s′|s〉

=
∑

s

(−1)i(s)qj(s) = 〈K〉,

since

〈s′|s〉 = δ(s, s′)

where δ(s, s′) is the Kronecker delta, equal to 1 when s = s′ and equal to 0 otherwise. //

4

This gives a new quantum algorithm for the 
Jones polynomial (via Hadamard Test).

<K> = Trace(U).



Khovanov Homology - Jones Polynomial as an
Euler Characteristic[16], and Bar-Natan’s emphasis on tangle cobordisms [2]. We use similar considera-

tions in our paper [10].

Two key motivating ideas are involved in finding the Khovanov invariant. First

of all, one would like to categorify a link polynomial such as 〈K〉. There are many
meanings to the term categorify, but here the quest is to find a way to express the link

polynomial as a graded Euler characteristic 〈K〉 = χq〈H(K)〉 for some homology
theory associated with 〈K〉.

The bracket polynomial [7] model for the Jones polynomial [4, 5, 6, 17] is usually

described by the expansion

〈 〉 = A〈 〉 + A−1〈 〉 (4)

and we have

〈K ©〉 = (−A2 − A−2)〈K〉 (5)

〈 〉 = (−A3)〈 〉 (6)

〈 〉 = (−A−3)〈 〉 (7)

Letting c(K) denote the number of crossings in the diagramK, if we replace 〈K〉
by A−c(K)〈K〉, and then replace A by −q−1, the bracket will be rewritten in the fol-
lowing form:

〈 〉 = 〈 〉 − q〈 〉 (8)

with 〈©〉 = (q+q−1). It is useful to use this form of the bracket state sum for the sake
of the grading in the Khovanov homology (to be described below). We shall continue

to refer to the smoothings labeled q (or A−1 in the original bracket formulation) as

B-smoothings. We should further note that we use the well-known convention of en-
hanced states where an enhanced state has a label of 1 or X on each of its component

loops. We then regard the value of the loop q + q−1 as the sum of the value of a circle

labeled with a 1 (the value is q) added to the value of a circle labeled with an X (the

value is q−1).We could have chosen the more neutral labels of +1 and −1 so that

q+1 ⇐⇒ +1 ⇐⇒ 1

and

q−1 ⇐⇒ −1 ⇐⇒ X,

but, since an algebra involving 1 and X naturally appears later, we take this form of

labeling from the beginning.

5

We will formulate Khovanov 
Homology

in the context of our quantum 
statistical model for the bracket 

polynomial.



View the next slide as a category.

The cubical shape of this category suggests 
making a homology theory.

CATEGORIFICATION



<AA>

<AB>

<BA>

<BB>

A Cubical Category Cube[2]

to produce reliable computation. Nevertheless, one has the freedom to create spaces and opera-

tors on the mathematical level and to conceptualize these in a quantum mechanical framework.

The resulting structures may be realized in nature and in present or future technology. In the case

of our Hilbert space associated with the bracket state sum and its corresponding unitary trans-

formation U, there is rich extra structure related to Khovanov homology that we discuss in the
next section. One hopes that in a (future) realization of these spaces and operators, the Khovanov

homology will play a key role in quantum information related to the knot or linkK.

There are a number of conclusions that we can draw from the formula 〈K〉 = 〈ψ|U |ψ〉.
First of all, this formulation constitutes a quantum algorithm for the computation of the bracket

polynomial (and hence the Jones polynomial) at any specialization where the variable is on the

unit circle. We have defined a unitary transformation U and then shown that the bracket is an

evaluation in the form 〈ψ|U |ψ〉. This evaluation can be computed via the Hadamard test [24]
and this gives the desired quantum algorithm. Once the unitary transformation is given as a

physical construction, the algorithm will be as efficient as any application of the Hadamard test.

The present algorithm requires an exponentially increasing complexity of construction for the

associated unitary transformation, since the dimension of the Hilbert space is equal to the 2c(K)

where c(K) is the number of crossings in the diagram K. Nevertheless, it is significant that the
Jones polynomial can be formulated in such a direct way in terms of a quantum algorithm. By

the same token, we can take the basic result of Khovanov homology that says that the bracket is

a graded Euler characteristic of the Khovanov homology as telling us that we are taking a step in

the direction of a quantum algorithm for the Khovanov homology itself. This will be discussed

below.

4 Khovanov Homology and a Quantum Model for the Jones

Polynomial

In this section we outline how the Khovanov homology is related with our quantum model. This

can be done essentially axiomatically, without giving the details of the Khovanov construction.

We give these details in the next section. The outline is as follows:

1. There is a boundary operator ∂ defined on the Hilbert space of enhanced states of a link
diagramK

∂ : C(K) −→ C(K)

such that ∂∂ = 0 and so that if Ci,j = Ci,j(K) denotes the subspace of C(K) spanned by
enhanced states |s〉 with i = i(s) and j = j(s), then

∂ : Cij −→ Ci+1,j.

That is, we have the formulas

i(∂|s〉) = i(|s〉) + 1

6

<AA> = <BA> + <AB>

(mod 2 boundary)
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The Khovanov  Category



In order to make a non-trivial homology theory
we need a functor from this cubical category of states

to a module category. 

Each state loop will map to a module V.  

Unions of loops will map to 
tenor products of this module.



Module V

m

The Functor from the cubical category to the module 
category demands multiplication and comultiplication in 

the module.



We will construct the differential in this complex first for mod-2 coefficients. The differential is based
on regarding two states as adjacent if one differs from the other by a single smoothing at some site. Thus

if (s, τ) denotes a pair consisting in an enhanced state s and site τ of that state with τ of type A, then
we consider all enhanced states s′ obtained from s by smoothing at τ and relabeling only those loops that
are affected by the resmoothing. Call this set of enhanced states S′[s, τ ]. Then we shall define the partial
differential ∂τ (s) as a sum over certain elements in S′[s, τ ], and the differential by the formula

∂(s) =
∑

τ

∂τ (s)

with the sum over all type A sites τ in s. It then remains to see what are the possibilities for ∂τ (s) so that
j(s) is preserved.

Note that if s′ ∈ S′[s, τ ], then nB(s′) = nB(s) + 1. Thus

j(s′) = nB(s′) + λ(s′) = 1 + nB(s) + λ(s′).

From this we conclude that j(s) = j(s′) if and only if λ(s′) = λ(s) − 1. Recall that

λ(s) = [s : +] − [s : −]

where [s : +] is the number of loops in s labeled +1, [s : −] is the number of loops labeled −1 (same as
labeled with X) and j(s) = nB(s) + λ(s).

Proposition. The partial differentials ∂τ (s) are uniquely determined by the condition that j(s′) = j(s)
for all s′ involved in the action of the partial differential on the enhanced state s. This unique form of the
partial differential can be described by the following structures of multiplication and comultiplication on

the algebra A = k[X]/(X2) where k = Z/2Z for mod-2 coefficients, or k = Z for integral coefficients.

1. The element 1 is a multiplicative unit andX2 = 0.

2. ∆(1) = 1 ⊗ X + X ⊗ 1 and ∆(X) = X ⊗ X.

These rules describe the local relabeling process for loops in a state. Multiplication corresponds to the

case where two loops merge to a single loop, while comultiplication corresponds to the case where one

loop bifurcates into two loops.

(The proof is omitted.)

Partial differentials are defined on each enhanced state s and a site τ of typeA in that state. We consider
states obtained from the given state by smoothing the given site τ . The result of smoothing τ is to produce
a new state s′ with one more site of type B than s. Forming s′ from s we either amalgamate two loops to
a single loop at τ , or we divide a loop at τ into two distinct loops. In the case of amalgamation, the new
state s acquires the label on the amalgamated circle that is the product of the labels on the two circles that
are its ancestors in s. This case of the partial differential is described by the multiplication in the algebra.
If one circle becomes two circles, then we apply the coproduct. Thus if the circle is labeled X , then the
resultant two circles are each labeledX corresponding to∆(X) = X⊗X . If the orginal circle is labeled 1
then we take the partial boundary to be a sum of two enhanced states with labels 1 andX in one case, and

labels X and 1 in the other case, on the respective circles. This corresponds to ∆(1) = 1 ⊗ X + X ⊗ 1.
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The boundary is a sum of partial differentials
corresponding to resmoothings on the states.

Each state loop
is a module.

A collection of state 
loops corresponds to
 a tensor product of 

these modules.
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Figure 2: SaddlePoints and State Smoothings

the relationships between Frobenius algebras and the surface cobordism category. The

proof of invariance of Khovanov homology with respect to the Reidemeister moves

(respecting grading changes) will not be given here. See [12, 1, 2]. It is remarkable

that this version of Khovanov homology is uniquely specified by natural ideas about

adjacency of states in the bracket polynomial.

Remark on Integral Differentials. Choose an ordering for the crossings in the link

diagram K and denote them by 1, 2, · · ·n. Let s be any enhanced state of K and let

∂i(s) denote the chain obtained from s by applying a partial boundary at the i-th site
of s. If the i-th site is a smoothing of type A−1, then ∂i(s) = 0. If the i-th site is

!m

F G H

Figure 3: Surface Cobordisms
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The commutation of the partial boundaries demands 
a structure of Frobenius algebra for the algebra 

associated to a state circle. 



It turns out that one can take the algebra
generated by 1 and X with

X   = 0   and  
 

that the existence of a bigraded complex of this type allows us to further
write:

〈K〉 =
X

j

qj
X

i

(−1)idim(Cij) =
X

j

qjχ(C• j),

where χ(C• j) is the Euler characteristic of the subcomplex C• j for a fixed
value of j. Since j is preserved by the differential, these subcomplexes have
their own Euler characteristics and homology. We can write

〈K〉 =
X

j

qjχ(H(C• j)),

where H(C• j) denotes the homology of this complex. Thus our last for-
mula expresses the bracket polynomial as a graded Euler characteristic of a
homology theory associated with the enhanced states of the bracket state
summation. This is the categorification of the bracket polynomial. Kho-
vanov proves that this homology theory is an invariant of knots and links,
creating a new and stronger invariant than the original Jones polynomial.

We explain the differential in this complex for mod-2 coefficients and
leave it to the reader to see the references for the rest. The differential
is defined via the algebra A = k[X]/(x2) so that X2 = 0 with coproduct
∆ : A −→ A⊗A defined by ∆(X) = X ⊗ X and ∆(1) = 1 ⊗ X + X ⊗ 1.
Partial differentials (which are defined on an enhanced state with a chosen
site, whereas the differential is a sum of these mappings) are defined on
each enhanced state s and a site κ of type A in that state. We consider
states obtained from the given state by smoothing the given site κ. The
result of smoothing κ is to produce a new state s′ with one more site of
type B than s. Forming s′ from s we either amalgamate two loops to a
single loop at κ, or we divide a loop at κ into two distinct loops. In the case
of amalgamation, the new state s acquires the label on the amalgamated
circle that is the product of the labels on the two circles that are its
ancestors in s. That is, m(1⊗X) = X and m(X⊗X) = 0. Thus this case
of the partial differential is described by the multiplication in the algebra.
If one circle becomes two circles, then we apply the coproduct. Thus if
the circle is labelled X, then the resultant two circles are each labelled X
corresponding to ∆(X) = X ⊗ X. If the orginal circle is labelled 1 then
we take the partial boundary to be a sum of two enhanced states with
labels 1 and X in one case, and labels X and 1 in the other case on the
respective circles. This corresponds to ∆(1) = 1 ⊗ X + X ⊗ 1. Modulo
two, the differential of an enhanced state is the sum, over all sites of type
A in the state, of the partial differential at these sites. It is not hard
to verify directly that the square of the differential mapping is zero and
that it behaves as advertised, keeping j(s) constant. There is more to say
about the nature of this construction with respect to Frobenius algebras
and tangle cobordisms. See [Kh, BN, BN2]

Here we consider bigraded complexes Cij with height (homological
grading) i and quantum grading j. In the unnormalized Khovanov complex
[[K]] the index i is the number of B-smoothings of the bracket, and for
every enhanced state, the index j is equal to the number of components

8

The chain complex is then generated by 
enhanced states with loop labels 1 and X.

2



with a 1 (the value is q) added to the value of a circle labeled with anX (the value is q−1).We could have
chosen the more neutral labels of +1 and −1 so that

q+1 ⇐⇒ +1 ⇐⇒ 1

and

q−1 ⇐⇒ −1 ⇐⇒ X,

but, since an algebra involving 1 and X naturally appears later, we take this form of labeling from the

beginning.

To see how the Khovanov grading arises, consider the form of the expansion of this version of the

bracket polynonmial in enhanced states. We have the formula as a sum over enhanced states s :

〈K〉 =
∑

s

(−1)nB(s)qj(s)

where nB(s) is the number of B-type smoothings in s, λ(s) is the number of loops in s labeled 1 minus
the number of loops labeled X, and j(s) = nB(s) + λ(s). This can be rewritten in the following form:

〈K〉 =
∑

i ,j

(−1)iqjdim(Cij)

where we define Cij to be the linear span (over k = Z/2Z as we will work with mod 2 coefficients) of
the set of enhanced states with nB(s) = i and j(s) = j. Then the number of such states is the dimension
dim(Cij).

We would like to have a bigraded complex composed of the Cij with a differential

∂ : Cij −→ Ci+1 j .

The differential should increase the homological grading i by 1 and preserve the quantum grading j. Then
we could write

〈K〉 =
∑

j

qj
∑

i

(−1)idim(Cij) =
∑

j

qjχ(C• j),

where χ(C• j) is the Euler characteristic of the subcomplex C• j for a fixed value of j.

This formula would constitute a categorification of the bracket polynomial. Below, we shall see how the

original Khovanov differential ∂ is uniquely determined by the restriction that j(∂s) = j(s) for each
enhanced state s. Since j is preserved by the differential, these subcomplexes C• j have their own Euler

characteristics and homology. We have

χ(H(C• j)) = χ(C• j)

where H(C• j) denotes the homology of the complex C• j . We can write

〈K〉 =
∑

j

qjχ(H(C• j)).

The last formula expresses the bracket polynomial as a graded Euler characteristic of a homology theory

associated with the enhanced states of the bracket state summation. This is the categorification of the

bracket polynomial. Khovanov proves that this homology theory is an invariant of knots and links (via the

Reidemeister moves of Figure 1), creating a new and stronger invariant than the original Jones polynomial.
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i(s) = n  (s) = number of B-smoothings in the 
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and

j(∂|s〉) = j(|s〉)

for each enhanced state s. In the next section, we shall explain how the boundary operator
is constructed.

2. Lemma. By defining U : C(K) −→ C(K) as in the previous section, via

U |s〉 = (−1)i(s)qj(s)|s〉,

we have the following basic relationship between U and the boundary operator ∂ :

U∂ + ∂U = 0.

Proof. This follows at once from the definition of U and the fact that ∂ preserves j and
increases i to i + 1. //

3. From this Lemma we conclude that the operator U acts on the homology of C(K). We
can regard H(C(K)) = Ker(∂)/Image(∂) as a new Hilbert space on which the unitary
operator U acts. In this way, the Khovanov homology and its relationship with the Jones

polynomial has a natural quantum context.

4. For a fixed value of j,
C•,j = ⊕iCi,j

is a subcomplex of C(K) with the boundary operator ∂. Consequently, we can speak of
the homology H(C•,j). Note that the dimension of Cij is equal to the number of enhanced

states |s〉 with i = i(s) and j = j(s). Consequently, we have

〈K〉 =
∑

s

qj(s)(−1)i(s) =
∑

j

qj
∑

i

(−1)idim(Cij)

=
∑

j

qjχ(C•,j) =
∑

j

qjχ(H(C•,j)).

Here we use the definition of the Euler characteristic of a chain complex

χ(C•,j) =
∑

i

(−1)idim(Cij)

and the fact that the Euler characteristic of the complex is equal to the Euler characteristic

of its homology. The quantum amplitude associated with the operator U is given in terms

of the Euler characteristics of the Khovanov homology of the linkK.

〈K〉 = 〈ψ|U |ψ〉 =
∑

j

qjχ(H(C•,j(K))).
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1), creating a new and stronger invariant than the original Jones polynomial.
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Eigenspace Picture

be a unitary operator that satisfies the equation U∂+∂U = 0.We do not assume a second grading
j as occurs in the Khovanov homology. However, since U is unitary, it follows [22] that there is a

basis for C in which U is diagonal. Let B = {|s〉} denote this basis. Let λs denote the eigenvalue

of U corresponding to |s〉 so that U |s〉 = λs|s〉. Let αs,s′ be the matrix element for ∂ so that

∂|s〉 =
∑

s′
αs,s′|s′〉

where s′ runs over a set of basis elements so that i(s′) = i(s) + 1.

Lemma. With the above conventions, we have that for |s′〉 a basis element such that αs,s′ "= 0
then λs′ = −λs.

Proof. Note that

U∂|s〉 = U(
∑

s′
αs,s′|s′〉) =

∑

s′
αs,s′λs′|s′〉

while

∂U |s〉 = ∂λs|s〉 =
∑

s′
αs,s′λs|s′〉.

Since U∂+∂U = 0, the conclusion of the Lemma follows from the independence of the elements
in the basis for the Hilbert space. //

In this way we see that eigenvalues will propagate forward from C0 with alternating signs ac-

cording to the appearance of successive basis elements in the boundary formulas for the chain

complex. Various states of affairs are possible in general, with new eigenvaluues starting at some

Ck for k > 0. The simplest state of affairs would be if all the possible eigenvalues (up to multi-
plication by −1) for U occurred in C0 so that

C0 = ⊕λC0
λ

where λ runs over all the distinct eigenvalues of U restricted to C0, and C0
λ is spanned by all

|s〉 in C0 with U |s〉 = λ|s〉. Let us take the further assumption that for each λ as above, the
subcomplexes

C•
λ : C0

λ −→ C1
−λ −→ C2

+λ −→ · · · Cn
(−1)nλ

have C = ⊕λC•
λ as their direct sum. With this assumption about the chain complex, define

|ψ〉 =
∑

s |s〉 as before, with |s〉 running over the whole basis for C. Then it follows just as in the
beginning of this section that

〈ψ|U |ψ〉 =
∑

λ

λχ(H(C•
λ)).

Here χ denotes the Euler characteristic of the homology. The point is, that this formula for

〈ψ|U |ψ〉 takes exactly the form we had for the special case of Khovanov homology (with eigen-
values (−1)iqj), but here the formula occurs just in terms of the eigenspace decomposition of the

unitary transformation U in relation to the chain complex. Clearly there is more work to be done

here and we will return to it in a subsequent paper.
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We have interpreted the bracket polynomial as a 
quantum amplitude by making a Hilbert space C(K) 

whose basis is the collection of enhanced states of the 
bracket.

This space C(K) is naturally intepreted as the 
chain space for the Khovanov homology 
associated with the bracket polynomial. 

The homology and the unitary transformation U
speak to one another via the formula

One advantage of the expression of the bracket polynomial via enhanced states is that it is

now a sum of monomials. We shall make use of this property throughout the rest of the paper.

3 Quantum Statistics and the Jones Polynomial

We now use the enhanced state summation for the bracket polynomial with variable q to give a
quantum formulation of the state sum. Let q be on the unit circle in the complex plane. (This is
equivalent to letting the original bracket variable A be on the unit circle and equivalent to letting

the Jones polynmial variable t be on the unit circle.) Let C(K) denote the complex vector space
with orthonormal basis {|s〉 }where s runs over the enhanced states of the diagramK. The vector
space C(K) is the (finite dimensional) Hilbert space for our quantum formulation of the Jones

polynomial. While it is customary for a Hilbert space to be written with the letter H, we do not
follow that convention here, due to the fact that we shall soon regard C(K) as a chain complex
and take its homology. One can hardly avoid usingH for homology.

With q on the unit circle, we define a unitary transformation

U : C(K) −→ C(K)

by the formula

U |s〉 = (−1)i(s)qj(s)|s〉

for each enhanced state s. Here i(s) and j(s) are as defined in the previous section of this paper.

Let

|ψ〉 =
∑

s

|s〉.

The state vector |ψ〉 is the sum over the basis states of our Hilbert space C(K). For convenience,
we do not normalize |ψ〉 to length one in the Hilbert space C(K).We then have the

Lemma. The evaluation of the bracket polynomial is given by the following formula

〈K〉 = 〈ψ|U |ψ〉.

Proof.

〈ψ|U |ψ〉 =
∑

s′

∑

s

〈s′|(−1)i(s)qj(s)|s〉 =
∑

s′

∑

s

(−1)i(s)qj(s)〈s′|s〉

=
∑

s

(−1)i(s)qj(s) = 〈K〉,

since

〈s′|s〉 = δ(s, s′)

where δ(s, s′) is the Kronecker delta, equal to 1 when s = s′ and equal to 0 otherwise. //

4

and

j(∂|s〉) = j(|s〉)

for each enhanced state s. In the next section, we shall explain how the boundary operator
is constructed.

2. Lemma. By defining U : C(K) −→ C(K) as in the previous section, via

U |s〉 = (−1)i(s)qj(s)|s〉,

we have the following basic relationship between U and the boundary operator ∂ :

U∂ + ∂U = 0.

Proof. This follows at once from the definition of U and the fact that ∂ preserves j and
increases i to i + 1. //

3. From this Lemma we conclude that the operator U acts on the homology of C(K). We
can regard H(C(K)) = Ker(∂)/Image(∂) as a new Hilbert space on which the unitary
operator U acts. In this way, the Khovanov homology and its relationship with the Jones

polynomial has a natural quantum context.

4. For a fixed value of j,
C•,j = ⊕iCi,j

is a subcomplex of C(K) with the boundary operator ∂. Consequently, we can speak of
the homology H(C•,j). Note that the dimension of Cij is equal to the number of enhanced

states |s〉 with i = i(s) and j = j(s). Consequently, we have

〈K〉 =
∑

s

qj(s)(−1)i(s) =
∑

j

qj
∑

i

(−1)idim(Cij)

=
∑

j

qjχ(C•,j) =
∑

j

qjχ(H(C•,j)).

Here we use the definition of the Euler characteristic of a chain complex

χ(C•,j) =
∑

i

(−1)idim(Cij)

and the fact that the Euler characteristic of the complex is equal to the Euler characteristic

of its homology. The quantum amplitude associated with the operator U is given in terms

of the Euler characteristics of the Khovanov homology of the linkK.

〈K〉 = 〈ψ|U |ψ〉 =
∑

j

qjχ(H(C•,j(K))).

7
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Questions

We have shown how Khovanov homology fits
into the context of quantum information related to

the Jones polynomial and how the polynomial is
replaced in this context by a unitary transformation U

on the Hilbert space of the model.  This transformation U
acts on the homology, and its eigenspaces give a natural
decomposition of the homology that is related to the 

quantum amplitude corresponding to the Jones polynomial.
The states of the model are intensely 

combinatorial, related to the 
representation of the knot or link.

How can this formulation be used in 
quantum information theory and in 

statistical mechanics?!



Homework Problem -- Relate With:



a smoothing of type A, then ∂i(s) is given by the rules discussed above (with the
same signs). The compatibility conditions that we have discussed show that partials

commute in the sense that ∂i(∂j(s)) = ∂j(∂i(s)) for all i and j. One then defines
signed boundary formulas in the usual way of algebraic topology. One way to think of

this regards the complex as the analogue of a complex in DeRahm cohomology. Let

{dx1, dx2, · · · , dxn} be a formal basis for a Grassmann algebra so that dxi ∧ dxj =
−dxi ∧ dxj Starting with enhanced states s in C0(K) (that is, state with all A-type
smoothings) Define formally, di(s) = ∂i(s)dxi and regard di(s) as identical with
∂i(s) as we have previously regarded it in C1(K). In general, given an enhanced state
s in Ck(K) with B-smoothings at locations i1 < i2 < · · · < ik, we represent this
chain as s dxi1 ∧ · · · ∧ dxik

and define

∂(s dxi1 ∧ · · · ∧ dxik
) =

n
∑

j=1

∂j(s) dxj ∧ dxi1 ∧ · · · ∧ dxik
,

just as in a DeRahm complex. The Grassmann algebra automatically computes the cor-

rect signs in the chain complex, and this boundary formula gives the original boundary

formula when we take coefficients modulo two. Note, that in this formalism, partial

differentials ∂i of enhanced states with a B-smoothing at the site i are zero due to the
fact that dxi ∧ dxi = 0 in the Grassmann algebra. There is more to say and more to
discuss about the use of Grassmann algebra in this context. For example, this approach

clarifies parts of the construction in [11].

It of interest to examine this analogy between the Khovanov (co)homology and De-

Rahm cohomology. In that analogy the enhanced states correspond to the differentiable

functions on a manifold. The Khovanov complex Ck(K) is generated by elements of
the form s dxi1 ∧· · ·∧dxik

where the enhanced state s hasB-smoothings at exactly the
sites i1, · · · , ik. If we were to follow the analogy with DeRahm cohomology literally,
we would define a new complex DR(K) where DRk(K) is generated by elements
s dxi1 ∧ · · ·∧ dxik

where s is any enhanced state of the linkK. The partial boundaries
are defined in the same way as before and the global boundary formula is just as we

have written it above. This gives a new chain complex associated with the link K.
Whether its homology contains new topological information about the link K will be

the subject of a subsequent paper.

3 The Dichromatic Polynomial and the Potts Model

We define the dichromatic polynomial as follows:

Z[G](v, Q) = Z[G′](v, Q) + vZ[G′′](v, Q)

Z[• # G] = QZ[G].

whereG′ is the result of deleting an edge fromG, whileG′′ is the result of contracting

that same edge so that its end-nodes have been collapsed to a single node. In the second

equation, • represents a graph with one node and no edges, and • # G represents the

disjoint union of the single-node graph with the graphG.
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Precursor: 

In [8, 9] it is shown that the dichromatic polynomial Z[G](v, Q) for a plane graph
can be expressed in terms of a bracket state summation of the form

{ } = { } + Q− 1

2 v{ } (9)

with

{©} = Q
1

2 .

Here

Z[G](v, Q) = QN/2{K(G)}

where K(G) is an alternating link diagram associated with the plane graph G so that

the projection of K(G) to the plane is a medial diagram for the graph. Here we use
the opposite convention from [9] in associating crossings to edges in the graph. We set

K(G) so that smoothingK(G) along edges of the graph give rise to B-smoothings of
K(G). See Figure 4. The formula above, in bracket expansion form, is derived from
the graphical contraction-deletion formula by translating first to the medial graph as

indicated in the formulas below:

Z[ ] = Z[ ] + vZ[ ].

Z[R " K] = QZ[K].

Here the shaded medial graph is indicated by the shaded glyphs in these formulas. The

medial graph is obtained by placing a crossing at each edge ofG and then connecting all
these crossings around each face ofG as shown in Figure ?. The medial can be checker-

board shaded in relation to the original graph G, and encoded with a crossing structure

so that it represents a link diagram. R denotes a connected shaded region in the shaded

medial graph. Such a region corresponds to a collection of nodes in the original graph,

all labeled with the same color. The proof of the formula Z[G] = QN/2{K(G)} then
involves recounting boundaries of regions in correspondence with the loops in the link

diagram. The advantage of the bracket expansion of the dichromatic polynomial is that

it shows that this graph invariant is part of a family of polynomials that includes the

Jones polynomial and it shows how the dichromatic polynomial for a graph whose me-

dial is a braid closure can be expressed in terms of the Temperley-Lieb algebra. This in

turn reflects on the sturcture of the Potts model for planar graphs, as we remark below.

It is well-known that the partition function PG(Q, T ) for the Q-state Potts model
in statistical mechanics on a graphG is equal to the dichromatic polynomial when

v = eJ 1

kT − 1

where T is the temperature for the model and k is Boltzmann’s constant. Here J = ±1
according as we work with the ferromagnetic or anti-ferromagnetic models (see [3]

Chapter 12). For simplicity we denote

K = J
1

kT

11

delete contract



G

K(G)

Figure 4: Medial Graph, Checkerboard Graph and K(G)

so that

v = eK − 1.

We have the identity

PG(Q, T ) = Z[G](eK − 1, Q).

The partition function is given by the formula

PG(Q, T ) =
∑

σ

eKE(σ)

where σ is an assignment of one element of the set {1, 2, · · · , Q} to each node of the
graph G, and E(σ) denotes the number of edges of the graph G whose end-nodes

receive the same assignment from σ. In this model, σ is regarded as a physical state of
the Potts system andE(σ) is the energy of this state. Thus we have a link diagrammatic
formulation for the Potts partition function for planar graphsG.

PG(Q, T ) = QN/2{K(G)}(Q, v = eK − 1)

whereN is the number of nodes in the graphG.

This bracket expansion for the Potts model is very useful in thinking about the

physical structure of the model. For example, since the bracket expansion can be ex-

pressed in terms of the Temperley-Lieb algebra one can use this formalism to express

the expansion of the Potts model in terms of the Temperley-Lieb algebra. This method

clarifies the fundamental relationship of the Potts model and the algebra of Temperley

and Lieb. Furthermore the conjectured critical temperature for the Potts model occurs

12



Partition Function
Recall that the partition function of a physical

system has the form of the sum over all states s 
of the system the quantity 

exp[(J/kT)E(s)]

where

J = +1 or -1 (ferromagnetic or antiferromagnetic models)

k = Boltzmann’s constant

T = Temperature
E(s) = energy of the state s



In the Potts model, one has a graph G
and assigns labels (spins, charges) to each

node of the graph from a label set
{1,2,...,Q}.

A state s is such a labeling.
The energy E(s) is equal to the

number of edges in the graph where the
endpoints of the edge receive the same 

label.

Potts Model

For Q = 2, the Potts model is equivalent to the 
Ising model. The Ising model was shown by Osager 

to have a phase transition in the limit of square 
planar lattices ( in the the 1940’s).



The partition function                   for the 
Q-state Potts model on a graph G is given by the 

dichromatic polynomial

where 
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k = Boltzmann’s constant

T = Temperature
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so that

v = eK − 1.

We have the identity

PG(Q, T ) = Z[G](eK − 1, Q).

The partition function is given by the formula

PG(Q, T ) =
∑

σ

eKE(σ)

where σ is an assignment of one element of the set {1, 2, · · · , Q} to each node of the
graph G, and E(σ) denotes the number of edges of the graph G whose end-nodes

receive the same assignment from σ. In this model, σ is regarded as a physical state of
the Potts system andE(σ) is the energy of this state. Thus we have a link diagrammatic
formulation for the Potts partition function for planar graphsG.

PG(Q, T ) = QN/2{K(G)}(Q, v = eK − 1)

whereN is the number of nodes in the graphG.

This bracket expansion for the Potts model is very useful in thinking about the

physical structure of the model. For example, since the bracket expansion can be ex-

pressed in terms of the Temperley-Lieb algebra one can use this formalism to express

the expansion of the Potts model in terms of the Temperley-Lieb algebra. This method

clarifies the fundamental relationship of the Potts model and the algebra of Temperley

and Lieb. Furthermore the conjectured critical temperature for the Potts model occurs
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Theorem:

where K(G) is an alternating link associated with 
the medial graph of G and 

For the Potts Model the critical point is at 
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Theorem:

where K(G) is an alternating link associated with 
the medial graph of G and 

for T when Q− 1

2 v = 1. We see clearly in the bracket expansion that this value of T
corresponds to a point of symmetry of the model where the value of the partition func-

tion does not depend upon the designation of over and undercrossings in the associated
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where we define Cij to be the linear span of the set of enhanced states with nB(s) = i
and j(s) = j. Then the number of such states is the dimension dim(Cij).Nowwe have
expressed this general bracket expansion in terms of generalized Euler characteristics

of the complexes:

χρ(C• j) =
∑

i

(−ρ)idim(Cij).

These generalized Euler characteristics become classical Euler characteristics when

ρ = 1, and, in that case, are the same as the Euler characteristic of the homolgy. With
ρ not equal to 1, we do not have direct access to the homology.

Nevertheless, I believe that this raises a significant question about the relationship

of [K](q, ρ) with Khovanov homology. We get the Khovanov version of the bracket
polynomial for ρ = 1 so that for ρ = 1 we have

[K](q, ρ = 1) =
∑

j

qjχρ(C• j) =
∑

j

qjχ(H(C• j)).

Away from ρ = 1 one can ask what is the influence of the homology groups on the
coefficients of the expansion of [K](q, ρ), and the corresponding questions about the
Potts model. This is a way to generalize questions about the relationship of the Jones

polynomial with the Potts model. In the case of the Khovanov formalism, we have

the same structure of the states and the same homology theory for the states in both

cases, but in the case of the Jones polynomial (ρ-bracket expansion with ρ = 1) we
have expressions for the coefficients of the Jones polynomial in terms of ranks of the

Khovanov homology groups. Only the ranks of the chain complexes figure in the Potts

model itself. Thus we are suggesting here that it is worth asking about the relationship

of the Khovanov homology with the dichromatic polynomial, the ρ-bracket and the
Potts model without changing the definition of the homology groups or chain spaces.

This also raises the question of the relationship of the Khovanov homology with those

constructions that have been made (e.g. [15]) where the homology has been adjusted

to fit directly with the dichromatic polynomial. We will take up this comparison in the

next section.

We now look more closely at the Potts model by writing a translation between the

variables q, ρ andQ, v.We have

−qρ = Q− 1

2 v

and

q + q−1 = Q
1

2 ,

and from this we conclude that

q2 −
√

Qq + 1 = 0.

Whence

q =

√
Q ±

√
Q − 4

2

14
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and corresponding questions about the 
Potts model.
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For Q >4, that eK is real and negative. Thus in all cases of ρ = 1 we find that the Potts model
has complex temperature values. In a subsequent paper, we shall attempt to analyze

the influence of the Khovanov homology at these complex values on the behaviour of

the model for real temperatures.

4 The Potts Model and Stosic’s Categorification of the

Dichromatic Polynomial

In [15] Stosic gives a categorification for certain specializations of the dichromatic

polynomial. In this section we describe this categorification, and discuss its relation

with the Potts model.

For this purpose, we define, as in the previous section, the dichromatic polynomial

through the formulas:

Z[G](v, Q) = Z[G′](v, Q) + vZ[G′′](v, Q)

Z[• ! G] = QZ[G].

whereG′ is the result of deleting an edge fromG, whileG′′ is the result of contracting

that same edge so that its end-nodes have been collapsed to a single node. In the second

equation, • represents a graph with one node and no edges, and • ! G represents the

disjoint union of the single-node graph with the graph G. The graph G is an arbitrary

finite (multi-)graph. This formulation of the dichromatic polynomial reveals its origins

as a generalization of the chromatic polynomial for a graphG. The case where v = −1
is the chromatic polynonmial. In that case, the first equation asserts that the number of

proper colorings of the nodes of G using Q colors is equal to the number of colorings

of the deleted graph G′ minus the number of colorings of the contracted graph G′′.
This statement is a tautology since a proper coloring demands that nodes connected by

an edge are colored with distinct colors, whence the deleted graph allows all colors,

while the contracted graph allows only colorings where the nodes at the original edge

receive the same color. The difference is then equal to the number of colorings that are

proper at the given edge.

We reformulate this recursion for the dichromatic polynomial as follows: Instead

of contracting an edge of the graph to a point in the second term of the formula, simply

label that edge (say with the letter x) so that we know that it has been used in the
recursion. For thinking of colorings from the set {1, 2, · · · , Q} when Q is a positive

integer, regard an edge marked with x as indicating that the colors on its two nodes are
the same. This rule conicides with our interpretation of the coloring polynomial in the

last paragraph. ThenG′′ in the deletion-contraction formula above denotes the labeling

of the edge by the letter x.We then see that we can write the following formula for the
dichormatic polynomial:

Z[G] =
∑

H⊂G

Q|H|ve(H)
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Thus we get complex temperature values in 
all cases where the coefficients of the Potts 
model are given directly in terms of Euler 
characteristics from Khovanov homology.


