
A Tridiagonal Matrix

We investigate the simplen×n real tridiagonal matrix:

M =























α β 0 . . . 0 0 0
β α β . . . 0 0 0
0 β α . . . 0 0 0

...
...

...
0 0 0 . . . α β 0
0 0 0 . . . β α β
0 0 0 . . . 0 β α























= αI +β























0 1 0 . . . 0 0 0
1 0 1 . . . 0 0 0
0 1 0 . . . 0 0 0

...
...

...
0 0 0 . . . 0 1 0
0 0 0 . . . 1 0 1
0 0 0 . . . 0 1 0























= αI +βT,

whereT is defined by the preceding formula. This matrix arises in many applications, such
as n coupled harmonic oscillators and solving the Laplace equation numerically. Clearly
M and T have the same eigenvectors and their respective eigenvalues are related byµ =
α+βλ . Thus, to understandM it is sufficient to work with the simpler matrixT .

Eigenvalues and Eigenvectors ofT

Usually one first finds the eigenvalues and then the eigenvectors of a matrix. ForT , it
is a bit simpler first to find the eigenvectors. Letλ be an eigenvalue (necessarily real) and
V = (v1,v2, . . . ,vn) be a corresponding eigenvector. It will be convenient to write λ = 2c.
Then

0 = (T −λI)V =























−2c 1 0 0 . . . 0 0
1 −2c 1 0 . . . 0 0
0 1 −2c 1 . . . 0 0
...

...
...

...
...

0 0 0 . . . −2c 1 0
0 0 0 . . . 1 −2c 1
0 0 0 . . . 0 1 −2c













































v1

v2

v3
...

vn−2

vn−1

vn























=























−2cv1 +v2

v1−2cv2 +v3
...

vk−1−2cvk +vk+1
...

vn−2−2cvn−1 +vn

vn−1−2cvn























(1)

Except for the first and last equation, these have the form

vk−1−2cvk +vk+1 = 0. (2)
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We can also bring the first and last equations into this same form by introducing new arti-
ficial variablesv0 andvn+1, setting their values as zero:v0 = 0, vn+1 = 0.

The result (2) is asecond order linear difference equation with constant coefficients
along with theboundary conditions v0 = 0, andvn+1 = 0. As usual for such equations one
seeks a solution with the formvk = rk . Equation (2) then gives 1−2cr + r2 = 0 whose
roots are

r± = c±
√

c2−1

Note also
2c = r + r−1 and r+r− = 1. (3)

Case 1: c 6= ±1. In this case the two rootsr± are distinct. Letr := r+ = c+
√

c2−1.
Sincer− = c−

√
c2−1 = 1/r , we deduce that the general solution of (1) is

vk = Ark +Br−k, k = 2, . . . ,n−1 (4)

for some constantsA andB which.
The first boundary condition,v0 = 0, givesA+B = 0, so

vk = A(rk− r−k), k = 1, . . . ,n−1. (5)

Since for a non-trivial solution we needA 6= 0, the second boundary condition,vn+1 = 0,
implies

rn+1− r−(n+1) = 0, so r2(n+1) = 1.

In particular, |r| = 1. Using (3), this gives 2|c| ≤ |r|+ |r|−1 = 2. Thus |c| ≤ 1. In fact,
|c| < 1 because we are assuming thatc 6= ±1.

Case 2: c = ±1. Thenr = c and the general solution of (1) is now

vk = (A+Bk)ck.

The boundary conditionv0 = 0 implies thatA = 0. The other boundary condition then
gives 0= vn+1 = B(n+ 1)cn+1. This is satisfied only in the trivial caseB = 0. Conse-
quently the equations (1) have no non-trivial solution forc = ±1.

It remains to rewrite our results in a simpler way. We are in Case 1 so|r| = 1. Thus
r = eiθ , c = cosθ , and 1= r2(n+1) = e2i(n+1)θ . Consequently 2(n+ 1)θ = 2kπ for some
1≤ k ≤ n (we excludek = 0 andk = n+ 1 because we know thatc 6= ±1, so r 6= ±1).
Normalizing the eigenvectorsV by the choiceA = 1/2i , we summarize as follows:
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Theorem 1 The n×n matrix T has the eigenvalues

λk = 2c = 2cosθ = 2cos kπ
n+1, 1≤ k≤ n

and corresponding eigenvectors

Vk = (sin kπ
n+1,sin 2kπ

n+1, . . . ,sin nkπ
n+1).

REMARK 1. If n= 2k+1 is odd, then the middle eigenvalue is zero because(k+1)π/(n+
1) = (k+1)π/2(k+1) = π/2.

REMARK 2. Since 2ab= a2 +b2− (a−b)2 ≤ a2 +b2 with equality only if a = b, we see
that for anyx∈ R

n

〈x, Tx〉 = 2(x1x2 +x2x3 + · · ·+xn−1xn) ≤ x2
1 +2(x2

2 + · · ·+x2
n−1)+x2

n ≤ 2‖x‖2

with equality only if x = 0. Similarly 〈x, Tx〉 ≥ −2‖x‖2. Thus, the eigenvalues ofT are
in the interval−2 < λ < 2. Although we obtained more precise information above, it is
useful to observe that we could have deduced this so easily.

REMARK 3. Gershgorin’s circle theoremis also a simple way to get information about the
eigenvalues of a square (complex) matrixA = (ai j ). Let Di be the disk whose center is at
aii and radius isRi = ∑ j 6=i|ai j |, so

|λ−a j j | ≤ Rj .

These are theGershgorin disks.

Theorem 2 (Gershgorin) Each eigenvalues of A lies in at least one of these Gershgorin
discs.

Proof: SayAx= λx and say|xi| = maxj |x j |. The ith component ofAx= λx is

(λ−aii )xi = ∑
j 6=i

ai j x j

so
|(λ−aii )xi | ≤ ∑

j 6=i

|ai j ||x j | ≤ Ri|xi|.

That is,|λ−aii | ≤ Ri , as claimed.

By Gershgorin’s theorem, we observed immediately that all ofthe eigenvalues ofT
satisfy |λ| ≤ 2.
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Determinant ofT −λI

We use recursion onn, the size of then×n matrix T . It will be convenient to build
on (1) and letDn = det(T −λI). As before, letλ = 2c. Then, expanding by minors using
the first column of (1) we obtain the formula

Dn = −2cDn−1−Dn−2 n = 3,4, . . . . (6)

SinceD1 = −2c andD2 = 4c2−1, we can use (6) to defineD0 := 1. The relation (6) is,
except for the sign ofc, is identical to (2). The solution forc 6= ±1 is thus

Dk = Ask +Bs−k, k = 0,1, . . . , (7)

where
−2c = s+s−1 and s= −c+

√

c2−1. (8)

This time we determine the constantsA, B from the initial conditions D0 = 1 andD1 =
−2c. The result is

Dk =











1

2
√

c2−1
(sk+1−s−(k+1)) if c 6= ±1,

(−c)k(k+1) if c = ±1.

(9)

For many purposes it is useful to rewrite this.

Case 1: |c| < 1. Thens= −c+ i
√

1−c2 has|s| = 1 sos= eiα andc = −cosα for some
0 < α < π . Therefore from (9),

Dk =
sin(k+1)α

sinα
. (10)

Case 2: c> 1. Write c= coshβ for someβ > 0. Since−eβ−e−β =−2c= s+s−1, write
s= −eβ . Then from (9),

Dk = (−1)ksinh(k+1)β
sinhβ

, (11)

where we chose the sign in
√

c2−1 = −sinhβ so thatD0 = 1.

Case 3: c < −1. Write c = −coshβ for someβ > 0. Sinceet + e−t = −2c = s+ s−1,
write s= eβ . Then from (9),

Dk =
sinh(k+1)β

sinhβ
, (12)

where we chose the sign in
√

c2−1 = +sinht so thatD0 = 1.

Note that ast → 0 in (10)–(12), that is, asc→±1. these formulas agree with the case
c = ±1 in (9).
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A Small Generalization
This procedure can be extended to the slightly more general tridiagonal matrices having

different elements in the upper-left and lower-right entries

M =























γ β 0 0 . . . 0 0
β α β 0 . . . 0 0
0 β α β . . . 0 0
...

...
.. .

...
...

0 0 0 . . . α β 0
0 0 0 . . . β α β
0 0 0 . . . 0 β δ























= αI +β























a 1 0 0 . . . 0 0
1 0 1 0 . . . 0 0
0 1 0 1 . . . 0 0
...

...
.. .

...
...

0 0 0 . . . 0 1 0
0 0 0 . . . 1 0 1
0 0 0 . . . 0 1 b























= αI +βT,

wherea = (γ−α)/β andb = (δ−α)/β . These arises in various applications.
As in equation (1) above, we need to find the eigenvaluesλ = 2c and eigenvectorsv

of T , so

0 = (T −λI)v =























a−2c 1 0 0 . . . 0 0
1 −2c 1 0 . . . 0 0
0 1 −2c 1 . . . 0 0
...

...
...

...
...

0 0 0 . . . −2c 1 0
0 0 0 . . . 1 −2c 1
0 0 0 . . . 0 1 b−2c













































v1

v2

v3
...

vn−2

vn−1

vn























=























(a−2c)v1 +v2

v1−2cv2 +v3
...

vk−1−2cvk +vk+1
...

vn−2−2cvn−1 +vn

vn−1 +(b−2c)vn























.

(13)

Here and throughout our discussiona andb will be real parameters.
As before, we introduce new variablesv0 andvn+1 to bring the first and last equations

into the same formvk−1 − 2cvk + vk+1 = 0. Now (a− 2c)v1 + v2 = v0 − 2cv1 + v2 if
we impose the boundary conditionv0 = av1. Similarly, the last equation in (13) has the
standard formvn−1−2cvn+vn+1 = 0 if we add the second boundary conditionvn+1 = bvn.
Case 1: c 6= ±1. The general solution ofvk−1−2cvk +vk+1 = 0 is still

vk = Ark +Br−k, k = 2, . . . ,n−1 (14)
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for some constantsA and B. Hereλ/2 = c and r are related by the equations (3). Thus,
r is complex if and only if|c| < 1. We will pick A andB so that after using the boundary
conditions, we get a non-trivial solution.
Case 2: c = ±1. The general solution ofvk−1−2cvk +vk+1 = 0 is

vk = (A+Bk)ck, k = 2, . . . ,n−1 (15)

for some constantsA andB. Again, we will pick A andB so that after using the boundary
conditions, we get a non-trivial solution.

Since it is simpler, we first take upCASE 2.
Case 2: c = ±1 (details). The first boundary condition,v0 = av1, implies thatA(1−
ac)−Bac= 0. Similarly, the second boundary condition,vn+1 = bvn gives A(c− b) +
B[(n+1)c−nb] = 0. These equations forA and B have a non-trivial solution only if the
determinant condition

(1−ac)[(n+1)c−nb]+ac(c−b) = 0

on the constantsa andb is satisfied. We rewrite this explicitly forc = 1 andc = −1:

(n+1)+(n−1)ab= n(a+b) for c = 1 (16)

(n+1)+(n−1)ab= −n(a+b) for c = −1 (17)

Case 1: c 6= ±1 (details). The first boundary condition gives

v0 = av1, that is, A(1−ar)+B(1−a/r) = 0,

while the second gives

vn+1 = bvn, that is, Arn(r −b)+Br−n(r−1−b) = 0.

This system of two equations forA and B has a non-trivial solution if and only if the
determinant of the coefficient matrix is zero. Thusr must satisfy

r−n(1−ar)(1/r −b)− rn(1−a/r)(r −b) = 0. (18)

This can be written as a polynomial of degree 2n+2.

p(r) := r2n+2−Ar2n+1 +Br2n−Br2 +Ar −1 = 0, (19)

whereA := a+ b andB = ab. However, two trivial roots arer = ±1, that isc = ±1,
which are the roots we have excluded in thisCASE 1. In Fact 2 below we show how to
correlate the remaining 2n roots with then eigenvalues ofT .
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The simplest possibilities are i).a = b = 0 (done above), ii).a = 0,b = ±1, iii).
a = ±1, b = 0, iv). a = b = ±1, and v). a = −b = ±1. Although not as simple and as
these, one can completely analyze the general case. In the following application to coupled
oscillators, this general case corresponds to requiring a variety of boundary conditions. For
instance the simplest casea = 0 corresponds to coupled oscillators whose left end is fixed
while a = 1 corresponds to a free end.

We’ll present some general facts and then some special examples where it is possible
to give more detailed computations.

Fact 1 By Gershgorin’s theoremT has one eigenvalue that is in each of the unit circles
centered atλ = a andλ = b, while the remainingn−2 eigenvalues are in circles centered
at the origin with radius 2. Sinceλ = 2c this means that there aren−2 values ofc with
|c| < 1 (recall that in thisCASE 1 we have excludedc = ±1).

Fact 2 If we let F(r) := rn(r − a/r)(r − b), then the condition (18) asserts thatF(r) =
F(1/r). Thus, in addition to the observation thatr = ±1 is a solution, we see that ifr is a
solution, then so is 1/r . If |r| = 1 these are complex conjugate pairs.

This helps us understand the relation between the 2n non-trivial roots of (18) and the
n eigenvaluesλ = 2c of T . The relation follows immediately fromc = 1

2(r + r−1) since it
uses thepair of roots r and 1/r . From r± = c±

√
c2−1 (from (3)) and thatn−2 values

of c satisfy |c| < 1 (Fact 1), we deduce that 2(n−2) of the roots of(18) lie on the unit
circle |r| = 1 as conjugate pairs.

Fact 3 Since our matrix is symmetric, all of its eigenvalues — and hence the valuesc —
are real. This ifr = es+it is a complex root of (18), thenc = 1

2(r + r−1) must be real. But

r + r−1 = es+it +e−s−it = (es+e−s)cost + i(es−e−s)sint.

Consequently,(es−e−s)sint = 0 so eithers= 0 or t = kπ, k an integer. In other words,
the non-real roots of(18) lie on the unit circle|r| = 1.

Fact 4 Rewrite (18) as

f (r) := r2n (r −a)(r −b)

(1−ar)(1−br)
= 1. (20)

Notice that for reala and complexz, if |a|< 1, if |z|< 1 then|(z−a)/(1−az)|< 1 while
if |z| > 1 then |(z−a)/(1−az)| > 1. This implies that if|a| < 1 and |b| < 1, then for
|r| < 1 we have| f (r)| < 1 while if |r| > 1 then| f (r)| > 1. It therefore cannot be satisfied
for either|r|< 1 or |r|> 1. Thus the only possibility is|r|= 1. Checking the casesa=±1
andb = ±1 separately, we find thatfor all real |a| ≤ 1 and |b| ≤ 1, all the roots of(18)
lie on the unit circle|r| = 1.

We can also deduce this conclusion from Fact 1 since if|a|< 1 and|b|< 1, then all of
the eigenvalues ofT lie in the disk centered at the origin, radius 2; consequently |c| ≤ 1
which implies all the roots of (18) lie on the unit circle|r| = 1.
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Special Examples:

a = b = 0.
This is the example we did at the beginning of this note. Equation (18) is thenr2n+3 = 1.
Excluding the trivial rootsr = ±1 corresponding toc = ±1 we recover the same results.

a = b = 1 and a = b = −1.
If a = b = 1 then (18) becomes

0 = r2n(r −1)2− (1− r)2 = (r −1)2(r2n−1)

so r = 1 or r2n = 1 etc. Write r = eiθ . Then θ = kπ/n, k = 1, . . . ,n− 1 (as usual, we
excluder = ±1, that is,k = 0 andk = n). Consequently,

λ = 2c = 2coskπ/n, for k = 1, . . . ,n−1.

The casea = b = −1 is essentially identical.

ab= 1.
This extends the previous example. Here (18) becomes

0 = r2n[r2− (a+1/a)r +1]− [1− (a+1/a)r + r2] = (r −a)(r −1/a)(r2n−1)

whose roots arer = a, r = 1/a and the roots ofr2n = 1 — exceptr = ±1.

a = 0, b = ±1 and a = ±1, b = 0.
If a = 0 andb = 1, then (18) becomes

0 = r2n+1(r −1)− (1− r) = (r −1)(r2n+1 +1),

so r = 1 or r2n+1 = −1 etc. The other possibilities are essentially identical.

a = ±1, b = ∓1.
In both of these cases (18) becomes

0 = r2n(r2−1)− (1− r2) = (r2−1)(r2n +1),

so r = ±1 or r2n = −1 etc.

a = −b.
Here (19) becomes

0 = p(r) = r2n(r2−a2)− (1−a2r2). (21)

We claim that ifa2 < (n+1)/(n−1) all the roots ofp(r) = 0 lie on the unit circle|r|= 1,
while if a2 > (n+1)/(n−1), thenp(r) = 0 has four real roots:r = r1 > 1, the paired root
r = 1/r1 < 1 as well asr = −r1 and r = −1/r1, the remainder lying on the unit circle. In
other words, ifa2 < (n+ 1)/(n−1), then all the eigenvalues ofT satisfy |λ| < 2 while
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if a2 > (n+ 1)/(n− 1), then are exactly two real eigenvalues with|λ| > 2. All of the
eigenvalues appear in pairs:λ and−λ .

To verify these assertions, since (21) only involvesr2, it is sufficient to find the positive
zeroes ofg(t) := tn((t −q)− (1−qt), whereq = a2 ≥ 0. Clearlyg(0) = −1, g(1) = 0,
g(t) > 0 for large positivet andg(1/t) =−t−(n−1)g(t). Also g′(t) = (n+1)tn−nqtn−1+q
and g′′(t) = ntn−2[(n+ 1)t − (n− 1)q]. Thus g′′(t) = 0 at t = 0 and t = t0 := n−1

n+1q so

g′(t0) = [1− tn−1
0 ]q. This shows that ift0 ≤ 1, that is, if q ≤ n+1

n−1 , then g′(t) ≥ 0 for all
t ≥ 0 and henceg(t) has only only one positive real zero, located att = 1. On the other
hand, if t0 > 1, theng(t) has three real positive zeroes: att1 = 1, t = t2 for somet2 > 1,
and t = t3 = 1/t2.

a = 0.
Here (19) becomes

0 = p(r) = r2n+1(r −b)− (1−br) = r2n+2−br2n+1 +br−1. (22)

Since a = 0 we already know thatp has 2(n− 1) zeroes on|r| = 1 in addition to the
two trivial zeroesr = ±1. Thus there are at most two additional real zeroes:r = r1 and
r = 1/r1. We claim that these real zeroes exist (and are not+1 or −1) if and only if
|b| > n+1

n ; otherwise all of the non-trivial zeroes are on the unit circle |r| = 1.
The reasoning is similar to the previous example. We usep′(r) = (2n+ 2)r2n+1 −

(2n+1)r2n +b and p′′(r) = 2(2n+1)r2n−1[(n+1)r −nb]. Then p(0) = −1, p(±1) = 0,
p′(0) = b and the only zero ofp′′ is at r0 := nb

n+1 . Now p′(r0) = b(1− r2n
0 ). Sayb > 0. If

r0 ≤ 1, that is, ifb≤ n+1
n , then p′(r) ≥ 0 for all r ≥ 0 so p(r) has only the trivial zero at

r = 1. The reasoning forr < 0 andb < 0 are similar.

n = 2.
The characteristic polynomial ofT is λ2− (a+b)λ+ab−1 so its eigenvalues are

λ± =
a+b

2
±

√

(

a−b
2

)2

+1.

In particular, if |a−b| >> 1 thenλ± ≈ a, b while if a≈ b, thenλ± ≈ 1
2(a+b)±1.

General Case
One can use the reasoning of the examplesa = −b and a = 0 ang obtain a fairly

complete discussion of the general case. The key quantitiesare p′(±1), so we record these
here:

p′(1) = 2[(n+1)−nA +(n−1)B], p′(−1) = −2[(n+1)+nA +(n−1)B]

From (19) and the above facts we know thatp(0) = −1, p(±1) = 0, p(±∞) > 0, and
that there are at most four other real roots, each appearing as a pairr, 1/r . Becaues of this
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pairing, the rootsr = ±1 can only have multiciplities 1, 3, and 5, so ifp′(1) = 0, then
also p′′(1) = 0, etc. These imply

1, If p′(1) < 0 : then p has exactly two non-trivial positive zeroes, at some 0< r1 < 1 and
r2 := 1/r1 > 1.

2. If p′(−1) < 0 : then p has exactly two non-trivial negative zeroes, at some−1< r1 < 0
and r2 := 1/r1 < −1.

3. If p′(1) > 0 : then p has either four or no real positive roots.

4. If p′(−1) < 0 : then p has either four or no real non-trivial negative roots.

5. If p′(1) = 0 andp′′′(1) < 0 : then p has exactly five positive zeroes:r = +1 with
multiciplity three and two non-trivial positive zeroes, atsome 0< r1 < 1 andr2 := 1/r1 >
1. If p′(1) = 0 andp′′′(1) > 0 , then the only positive roots ofp arer = 1 with multiciplity
three. Finally,, ifp′(1) = p′′′(1) = 0, then alsop′′(1) = p′′′′(1) = 0 so r = 1 is a root with
multiciplity five and there can not be any other non-trivial real roots.

6. If p′(−1) = 0 andp′′′(1) > 0 : then p has exactly five negative zeroes:r = −1 with
multiciplity three and two non-trivial negative zeroes, atsome−1 < r1 < 0 and r2 :=
1/r1 < −1. If p′(−1) = 0 and p′′′(1) < 0 , then the only negative roots ofp are r =
−1 with multiciplity three. Finally, ifp′(−1) = p′′′(−1) = 0 , then r = −1 is a root with
multiciplity five and there can not be any other non-trivial real roots.

We’ll prove only the first of these assertions; the others aresimilar. Thus we assume
p′(1) < 0 . Since p(1) = 0, then p(r) < 0 for small r > 1. Thus, if p had two real roots
greater than 1, it would also have a third. Consequently it would have six non-trivial
positive roots, which is impossible,

CONSEQUENCE: If a and b have opposite sign (or if one of them is zero), thenp can
have at most one pair of non-tivial positive roots and one pair of non-trivial negative roots.
This eliminates the only ambiguity in 3) and 4) above so one obtains a complete analysis.
The examplesa = −b anda = 0 are both included here.

If a andb have the same sign, then the only missing piece is the ambiguity in 3) and
4) above.

A Vibrating String (coupled oscillators)

Say we haven particles with the same massm equally spaced on a string having
tensionτ . Let yk denote the vertical displacement if the kth mass. Assume the ends of the
string are fixed; this is the same as having additional particles at the ends, but with zero
displacement:y0 = 0 andyn+1 = 0. Let φk be the angle the segment of the string between
the kth and k+1st particle makes with the horizontal. Then Newton’s second law of motion
applied to the kth mass asserts that

mÿk = τsinφk− τsinφk−1, k = 1, . . . ,n. (23)

10



If the particles have horizontal separationh, then tanφk = (yk+1−yk)/h. For the case
of small vibrations we assume thatφk ≈ 0; then sinφk ≈ tanφk = (yk+1−yk)/h so we can
rewrite (23) as

ÿk = p2(yk+1−2yk +yk−1), k = 1, . . . ,n, (24)

where p2 = τ/mh. This is a system of second order linear constant coefficientdifferential
equations with the boundary conditionsy0(t) = 0 andyn+1(t) = 0. As usual, one seeks
special solutions of the formyk(t) = vkeαt . Substituting this into (24) we find

α2vk = p2(vk+1−2vk +vk−1), k = 1, . . . ,n,

that is,α2 is an eigenvalue ofp2(T −2I). From the work above we conclude that

α2
k = −2p2(1−cos kπ

n+1) = −4p2sin2 kπ
2(n+1) , k = 1, . . . ,n,

so
αk = 2ipsin kπ

2(n+1) , k = 1, . . . ,n.

The corresponding eigenvectorsVk are the same as forT . Thus the special solutions are

Yk(t) = Vke
2ipt sin kπ

2(n+1) , k = 1, . . . ,n,

whereY(t) = (y1(t), . . . ,yn(t)).
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