Solutions — Homework 9 Math 240, Fall 2012
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T/F
2. F. Wixg, x1](t) = —W|[x1, x2](1).

4. F. The Wronskian only needs to be nonzero at a single point in /.

Problems

4.
t |t
t ot

The Wronskian is nonzero at e.g. t = —1 since (—1)(—1 —|—1|) = 2. This tells us
that x; and x, are linearly independent on (—o0,c0). However, when ¢ > 0 we get
[t] =t so W[xy,x2|(t) = t(t —t) = 0. Indeed, when [t| =,

w=[1] -] -

so x; and Xy are manifestly dependent on any interval contained in [0, 00).

Wr, xal(t) = \ -

7.4
T/F
2. T

6. F. lim; o x(t) = 0 if and only if x(0) is parallel to the eigenvector v; that corresponds
to )\1.

Problems

2. Find the eigenvalue/eigenvector pairs of

A:E —04]
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If
-\ —4

O0=1, _\

’:A?+w

then A = +4i. The eigenvectors corresponding to A = 4¢ are the null space of A —4i15.
The row-echelon form of this matrix is

so the eigenvector is (i, 1).
This eigenvalue/eigenvector pair gives the complex solution
[z’e‘”t] B [z cos 4t — sin 4t}

x(t) =

etit cos 4t + i sin 4t

Two linearly independent real solutions are given by the real and imaginary parts of
this complex solution:

—sin 4t cos 4t
X1 (t) = |: :| .

cos4t] and  xa(t) = [sinélt

Thus, the general solution is

x(t) = ¢ —sin 4t cosdt| |—cysindt + cpcosdt
— | cos4t 2lsindt| | ¢y cosdt + cosindt

for real numbers ¢; and cs.

0 -3 1
A=1]-2 -1 1
0O 0 2

The eigenvalues of A are 2 and —3. Two linearly independent eigenvectors correspond-
ing to 2 are (1,0, 2) and (0, 1,3) and an eigenvector for —3is (1,1,0). Each eigenvector
turns into a solution to x’ = Ax:

1 0 1
x1(t) =e* |0, xo(t) =€* 1], and x3(t) = e |1
2 3 0

Because the eigenvectors are linearly independent, these three solutions are also linearly
independent. So the general solution is

1 0 1 c1e? 4 cge™3
x(t) = c1e® |0 +coe® [ 1] +cze™™ |1]| = | cpe® + cze™
2 3 0 (2¢1 + 3cp)e?



22. Since A is 2 x 2 and nondefective, it has two linearly independent eigenvectors v; and
vy corresponding to complex eigenvalues A\; = uy + iv; and Ay = ug + ivy. (The two
eigenvalues may be equal.) We assume that u; and uy are negative. Since we know the
eigenvalues and eigenvectors of A, we can form the general solution to x’ = Ax which
is

A A

vy + cpe?vy

urt (

x(t) = cre

= e ut (

cos vyt + isinvyt) vy + e (cos vat + i sin vat) va.
Now sin and cos take values between —1 and 1, so
|cosvit + isinvit| < 2 and |cos vet + i sin vgt| < 2.

Since u; and uy are negative, e“!* and e“2' go to 0 as ¢ goes to infinity, so we have

tlim cre" (cosvit +isinvit) = 0 and tlim coe"?! (cos vat + i sinwvat) = 0
—00 —0o0
and hence

lim x(t) = 0.

t—o0

7.5

T/F

4. F. The generalized eigenvector v; gives rise to the solution x(t) = e v, + te*vy,.

Problems
2. The matrix
-3 -2
S Y
has a single eigenvalue A = —1. This eigenvalue has a single eigenvector vy = (1, —1).

This eigenvector gives us the solution

t

o—

x) = | ]
In order to find another linearly independent solution we need to find a generalized
eigenvector for the eigenvalue —1. Do this by solving the linear system (A—AI5)v; = vy

for v; using the value we found for vy and its corresponding eigenvalue A = —1.
Explicitly, the linear system is

—2 —2] [1

2 2|17 -1

and one solution is vi = (—%, 1). Now we get another solution

3
S
x,(t) =e vy +tevg=e! [ 12—+t } .
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The general solution we end up with is

(c1 — %Q)&‘t + cote™t

N {(—cl + co)e ! — cote™!

1 G [-2 4t
x(t) = cre”? [_1} + et { 12—t }

det (A — AI3) = X3(2 — \)

so the eigenvalues of A are 0 and 2. For A\ = 2 we get the eigenvalue (3,2,4) and, since
the multiplicity is 1, there are no generalized eigenvalues. Looking at A = 0, we get
a single eigenvector vg = (1,0,2). Since 0 has multiplicity 2, we know we can find a
generalized eigenvector. Solving Avy, = v gives us v = (—%, 1,0). Now we have three
linearly independent solutions

1 —5+t 3
xo(t) = |0, x1(t) = 1 , and x,(t) = e* |2
2 2t 4

Thus, the general solution is

o+ (t— 3)c + 3ese
x(t) = Co + 203
21 + 2cot + 4cge?

First, find the general solution to x’ = Ax. This matrix has a single eigenvalue which
is A = —3 corresponding to the eigenvector vo = (1,1). Then solve (A + 315) vi = vy
to get the generalized eigenvector vi = (2,1). The general solution is

x(t) = e~ [;1 i;?((f j— ;))] '

To finish solving the initial value problem, set x(0) equal to the given vector xq. Set

=0 to get
c1+ 2¢y
0) =
x(0) {C1+02}

and thus we want to solve the linear system

b =)

The solution to the system is ¢; = —2 and ¢y = 1, so the solution to the initial value

problem is
_ st
x(t) =e L - 1] :



