
Suggested Projects, Math 350, Fall 2015

The following is a list of possible projects. You are encouraged to find interesting topics in
number theory yourself.

1. Let n be a positive integer. Define a polynomial fn(X) with coefficients in Z/nZ by

fn(X) ≡
∏

t∈(Z/nZ)×
(X − t) (mod n) .

This project is to try to determine this polynomial fn(X). It is a bit open-ended. For instance
you can put constraints on n and determine the polynomial fn(X) under the constraints
imposed on n. You can gather numerical data for many values of n, make plausible guesses
for general n, further check your conjecture, then try to prove your conjecture.

Here is possible approach. You are also encouraged to try your own ideas.

(a) You can reduce the question for general n to the case when n is a power of a prime
number. In other words, for every prime divisor p of n, how to express fn(X) modulo
pa in terms of fpn(X), where pa is the highest power of p dividing n.

(b) For n = pa, a power of a prime number, try to determine fp(X) mod p, fp2(X) mod
p2, fp3(X) mod p3. Can you find a pattern. After finding a pattern, try to prove it.

(c) There is a symmetry about fn(X):

fn(aX) ≡ fn(X) (mod n) for every a ∈ (Z/nZ)×.

2. Present a proof of Dirichlet’s theorem on primes in arithmetic progressions. (This project
is related to project 3.)
Possible sources: The books by Hua, Landau and Serre.

3. Density of a set of prime numbers (as a subset of the set of all prime numbers).
A weak version of Dirichlet’s theorem on primes in arithmetic progression asserts that for
every positive integer n ≥ 3 and every integer a relatively prime to n, there exists infinitely
many prime numbers p which are congruent to a modulo n. A stronger version asserts that
the subset of all prime numbers p which are congruent to a modulo n is a subset of density
1/φ(n) of the set of all prime numbers, with a suitably defined notion of density.

There are at least two notions of density for a subset S of the set P of all prime numbers.

(a) The limit

lim
x→∞

#{p ∈ S | p ≤ x}
#{p ∈ P | p ≤ x}

,

if exists, is called the natural density of S.
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(b) The limit

lim
s→1+

∑
p∈S p

−s∑
p∈P p

−s

if exists, is called the analytic density (or Dirichlet density) of S.

Explain these two notions, and illustrate them with examples (as many as you can find).
Try to answer the following question: if a subset S of P has a density in one notion, does it
also has a density in the other notion, and whether the two densities are equal.

4. (Transcendence of e) Present a proof of the transcendence of e.

5. (Irrationality and transcendence of π) Present a proof of the transcendence of π.

Possible sources for projects 4 and 5: Hardy–Wright chapter 11, Hua chapter 17.

6. Study and present at least two (preferably more) proofs of quadratic reciprocity which
are essentially different from the proof(s) in Silverman’s book.

7. Let a be a quadratic residue modulo p. Produce and explain an algorithm which is
polynomial-time in the bit length of p, for solving the congruence equation

x2 ≡ a (mod p)

8. Jacobi symbol and the Hilbert symbol. The Jacobi symbol is defined in chapter 22
of Silverman’s book. There it is presented mostly as a convenient tool for computational
purposes. However there is more mathematics hidden under the Jacobi symbol and the
reciprocity law. For instance

(
a
b

)
with a fixed while b varies, can be thought of as a Dirichlet

character attached to a quadratic field. Also the Jacobi symbol is closely related to the
Hilbert symbol.
Possible reference: chapter 5 of Hasse’s Number Theory.

9. Give a presentation of the quadratic sieve method used for factoring composite numbers.

10. The number field sieve. This is considered the best known method for factoring
generic composite numbers. Give a presentation of this method.

Projects 9 and 10 together can be presented by two people as a team.

11. (von Staudt) The Bernoulli numbers are defined by

x

ex − 1
= 1− 1

2
x+

∞∑
k=1

(−1)k Bk

(2k)!
x2k

Von Staudt’s theorem states that

(−1)kBk −
∑

(p−1)|2k

1

p
∈ Z ,

where p runs through all prime numbers such that p− 1|2k. Give a presentation about this
result.
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12. Present a version of Hensel’s Lemma over Z/pnZ (or Zp), for a system of n polynomial
equations in n variables over Z/pnZ (or Zp), analogous to the inverse function theorem.

13. We can write every real number x, 0 ≤ x ≤ 1 in its decimal expansion

x =
∞∑
i=1

ai(x) 10−i

where each ai(x) is an integer between 0 and 9. A real number x between 0 and 1 is said to
be “decimally regular” (non-standard terminology) if

lim
n→∞

1

n
# {i ≤ n | ai(x) = r} =

1

10

for r = 0, 1, 2, . . . , 9. If we use base a positive integer n ≥ 2 instead of 10 as the base, we
arrive at a similar notion of n-adically regular numbers. Give a presentation of (a) the fact
that for almost all real numbers x between 0 and 1 are decimally regular and (b) whether
there exist a real number which is n-adically regular for every n ≥ 2. (Here “almost all”
means that, the set of all real numbers between 0 and 1 which are not decimally regular
has measure zero. A part of this project is to find and understand the definition of sets of
measure zero.)

14. The identity
∞∏

m=1

(1− xm) =
∞∑
−∞

(−1)nx
1
2
n(3n+1)

is known as Euler’s identity. It can be interpreted as a formula for E(n) − U(n), where
E(n) is the number of ways to partition n into an even number of unequal parts, and U(n)
is the the number of ways to partition n into an odd number of unequal parts. Given a
presentation of this topic. (Keywords: generating functions, partitions, Jacobi identity.)

15. (Explicit formula for the number of solutions in a few examples of Waring’s
problem.) There are explicit formulas which expresses the number of solutions of Diophantine
equations

n = x21 + x22 + x23 + x24 (a)

4n = x21 + x22 + x23 + x24 (b)

in terms of the function σ(n) :=
∑

d|n d. Give a presentation of these formulas.

Possible sources: Hardy–Wright chapter 20, Landau Part three chapter 4. There is also a
more powerful approach using modular forms.
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16. Explain how to compute/generate a primitive root of 1 in (Z/pZ)× when you are handed
a large prime number p.

[Theoretically, all you need to do is to factor p − 1. However this is not a feasible
when p is large—factoring is exponential in the length of p − 1. So one needs a better way
“produce” primitive roots, an algorithm which is polynomial in the length of p, with a high
degree of probability for success. Note that being able to compute a primitive root of 1
in (Z/pZ)× is the first step in implementing a discrete logarithm crypto system based on
modular arithmetic.]

17. Give a presentation on the existence of undecidable problems.
[This is a theoretical limit which even quantum computers cannot break. Quantum

computers can be modeled by Turing machines in exponential time, i.e. what you gain with
quantum computing is time. These undecidable problems are those which cannot be solved
even you have infinite time.]

18. Elliptic curves. This is a big subject; we can have several people doing it. There are
many directions, such as

• What are elliptic curves and what they are good for.

• Geometric, analytic and arithmetic of elliptic curves.

• How to find solutions of these cubic equations, including

– rational solutions

– solutions in Z/pZ

• elliptic curve crypto systems

19. Smooth numbers and Hardy-Ramanujan theorem. The theorem asserts roughly that
“almost all” positive integer n, the number of prime factors of n is log log n.

Reference: Hardy–Wright chapter 22 §11.

20. The Prime Number Theorem.

Reference: D. Zagier, Newman’s short proof of the prime number theorem, The American
Mathematical Monthly 104 (1997), 705–708. See also the paper by P. Bateman and H. Dia-
mond, A hundred years of prime numbers, The American Mathematical Monthly 103 (1996),
729–741.
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