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- If 50 is the only person running, is this a Nash equilibrium?
  - If 49 and 51 choose to run, 50 will lose
    Is this a problem?
      - No. Nash equilibria only considers if one player changes their strategy
- If 30 and 70 run, is this a Nash equilibrium?
  - Yes
- If 10 and 90 run, is this a Nash equilibrium?
  - No
- So a Nash equilibrium occurs when:
  - All candidates who run tie
  - No one can opt to run and tie or win
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What is the expected payout of \((1/3, 1/3, 1/3)\) against \((1, 0, 0)\)?

\(u((1/3, 1/3, 1/3), (1, 0, 0)))\)
Expected Payout

<table>
<thead>
<tr>
<th></th>
<th>R</th>
<th>P</th>
<th>S</th>
</tr>
</thead>
<tbody>
<tr>
<td>R</td>
<td>0, 0</td>
<td>-1, 1</td>
<td>1, -1</td>
</tr>
<tr>
<td>P</td>
<td>1, -1</td>
<td>0, 0</td>
<td>-1, 1</td>
</tr>
<tr>
<td>S</td>
<td>-1, 1</td>
<td>1, -1</td>
<td>0, 0</td>
</tr>
</tbody>
</table>

- What is the expected payout of \( \left( \frac{1}{3}, \frac{1}{3}, \frac{1}{3} \right) \) against \( (1, 0, 0) \)?
  \( u((\frac{1}{3}, \frac{1}{3}, \frac{1}{3}), (1, 0, 0)) \)
  - 0
What is the expected payout of \((\frac{1}{3}, \frac{1}{3}, \frac{1}{3})\) against \((1, 0, 0)\)?

\[ u((\frac{1}{3}, \frac{1}{3}, \frac{1}{3}), (1, 0, 0)) \]

- 0

Note that the expected payout is weighted average of the payouts of the pure strategies (with positive probabilities)
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- How can you raise the average batting average of a baseball team?
  - By cutting people with a low batting average
  - If the average batting average is maximized, all players must have the same batting average
- If $p_i$ is a best response to the other strategies, all the pure strategies used in $p_i$ are best responses to $p_{-i}$
- Consider this modified Battle of the Sexes game:

<table>
<thead>
<tr>
<th></th>
<th>Date</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>C</td>
<td>D</td>
</tr>
<tr>
<td>You</td>
<td>C</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3, 2</td>
<td>1, 1</td>
</tr>
<tr>
<td></td>
<td>0, 0</td>
<td>2, 3</td>
</tr>
</tbody>
</table>

- Is $(\frac{1}{2}, \frac{1}{2})$ a best response to $(0, 1)$?
  - No - you should drop C
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- Mixed strategies \((p_1, \ldots, p_n)\) are a **Nash equilibrium** if \(p_i\) is a best response to \(p_{\sim i}\)
  - Each player asks “if the other players stuck with their strategies, am I better off mixing the ratio of strategies?”
  - If \(p_i\) is a best response to \(p_{\sim i}\), the payouts of the pure strategies in \(p_i\) are equal

- Note that pure Nash equilibria are still Nash equilibria