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1. INTRODUCTION

Warning: This is a first draft of the lecture notes and should be used with care!
In this course, we consider nonlinear wave equations. This can take the form of a scalar equation or a
system of equations. A scalar wave equation takes the form

(1.1) > s /ety g™ 00) = F(0.00),

p,v=0

where g is a Lorentzian metric on I x R™ and the unknown function ¢ : I x R™ — R, where [ is a subinterval
of R.

We say that g is a Lorentzian metric if it is a symmetric (n + 1) x (n + 1) matrix (thus having real
eigenvalues) with eigenvalues A\g < 0 < A1 < Ag < ... < \,,. It thus makes sense to divide by /—det g and
also to define the inverse of g.

We say that the equation is linear if g is independent of ¢ and F' is a linear function of both of its
arguments; the equation is semilinear if g is independent of ¢ and F is a nonlinear function; and the
equation is quasilinear if g is a function of ¢ and/or 9¢.

We will be mostly interested in the Cauchy problem for (1.1). Suppose we label the coordinate of the
interval I by t or 2° and the coordinates of R™ by (z1,...,x,) and assume that g has the property that
9(0z,,0z,) is a strictly positive definite matrix for 4,5 = 1,...n. We can then pose data on the {t = 0}
hypersurface, i.e., we prescribe (¢, 9;4) [{;—o} to be some appropriate functions. The Cauchy problem asks
for a solution to (1.1) such that the restrictions of ¢ and 9;¢ to the hypersurface {t = 0} are precisely the
prescribed functions.

More generally, we are also interested in system of equations. Consider ¢ : I x R™ — R™ satisfying the
equation

n

1
(1.2) M;O ﬁ%(v —detgr (g7 )" 0, 01) = Fi(¢,0¢),

where I =1,...,m
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Wave equations occurs naturally in many physical theories. We now look at a number of examples, many
of which we will consider in the course.

Example 1.1 (Linear wave equation, D’Alembert 1749).

m

O = =076+ > 02,6 =0.
=1

Example 1.2 (Maxwell’s equation, Maxwell 1861-1862).

oF =V xB
OB =-V x FE
V-E=0
V-B=0.

A priori, they may not look like wave equations (they are not even second order!). However, if we differentiate
the first equation by 0y, use the second and third equations, we get

OF; =0
for ¢+ = 1,2, 3. Similarly,
0B; = 0.

Thus, given initial data (E, B) [{—0)}= (E°, B®) which are divergence-free, we can solve

OE; =0, OB;=0
(Ei, 0:E;) [fi=oy= (EY, (V x B%):),  (Bi,d:Bi) l{i=0y= (B, =(V x E°);).

Exercise: Show that the solution indeed satisfies the Maxwell equations.

Example 1.3 (Irrotational conpressible fluids, Euler 1752). A fluid in I x R? is described by a vector field
v describing the velocity of the fluid and a non-negative function h describing the enthalpy.
Define the pressure p to be a function of the enthalpy p = p(h) such that
(1) p>0,
(2) p:=2 >0,
2

(3) 0 = p(g5) "' > 0.

We call p the density of the fluid and 7 the speed of sound. The Euler equations are given by

(1.3) givi+ (v Vv = =g
Sip+ V- (pv) =0,
for i = 1,2,3. We say that a flow is irrotational if V x v = 0. In that case, we can write v = —V ¢, where

¢ is defined up to adding a function of time.
The first equation in (1.3) gives

0p 1 9
— - —h|]=0.
\% <8t 5 Vol > 0
Since we have the freedom to add a function of time to ¢ (which does not change v), we can choose
0p 1 9
- — = —h=0.
5 3|Vl 0

Then the second equation in (1.3) gives

Py 00 00 L0000 0 o
(’%2 al‘l 8tawi 6$i aLI}j &vlaxj 8331893% '

Here, we have use the convention that repeated indices are summed over.
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Example 1.4 (Einstein vacuum equations, Einstein 1915). The Einstein vacuum equations describe the
propagate of gravitational waves in the absence of matter and take the form

Ric(g) =0

where the Lorentzian metric g is the unknown. In a coordinate system, these equations take the form
(Exercise)

. 1—a 1—04 1—a 1—a
Ric(g)uw = —5(97 ) 0pgur — 507 ) 090 + 59702980 + 597" ) 08900 + Fuu (9, 09),

where F),,(g,0g) is a function of ¢ and its derivatives. Here, we summed over repeated indices and use g to
denote the determinant of g.

This does not look like a wave equation (because of the second to fourth terms)! However, as we will see
later in the course that a more careful choice of coordinates allows one to rewrite this system as a system of
nonlinear wave equations.

Example 1.5 (Wave map equations). Let ¢ : [ x R® — S™ = {z € R™*! : |z| = 1}. The wave map
equation is given by

O¢ = —p(00' 0 — > _ 0:¢'0ih).
=1

Exercise: Show that this is well-defined, i.e., suppose that |¢g|? = 1 and ¢%¢; = 0. Then, if a solution ¢
exists in I x R", then |¢|? = 1, i.e., ¢ is indeed a map to the sphere.

We will begin the course by studying the linear wave equation. As we will see, the solution for the Cauchy
problem for the linear wave equation can in fact be written down explicitly. Nevertheless, we will single out
3 + 1 properties here:

(0) Existence and uniqueness of solutions.
(1) (Conservation of energy)

B0 = [ (067 + Y (002t
i=1

is independent of time.
(2) (Dispersion) The solution ¢ satisfies a decay estimate

sup |(t,z) < C(L+1)7"F

for some C' > 0. (One may immediately ask: how can conservation and decay happen at the same
time? The answer is that the support of the function grows and therefore even the pointwise value
of ¢ is decaying, the L? norm is conserved. This is why the phenomenon is called dispersion.)
(3) (Finite speed of propagation) If (¢, ¢1) = (0,0) in {y € R™ : |y — x| < ¢}, then ¢(t,x) = 0.
On the other hand, for nonlinear equations, things are very different!

(0) One has a general theory for existence and uniqueness of local solutions.
(1) There is a wide range of large time behaviour:
(a) Some solutions (to some equations) behave like linear equation and disperse
(b) Some are global-in-time but do not disperse
(c¢) Some are not global-in-time
(2) Restricting to small and localized initial data, the solutions behave like their linear counterpart for
a long time. However, even in this case, there can be very different global behaviour.

2. LINEAR WAVE EQUATION VIA FOURIER TRANSFORM

We use the Fourier transform to study the wave equation

O¢p =0
(¢7 3t¢) f{t:O}: (¢07 ¢1)~

Taking the Fourier transform of the wave equation and noting that

F(0i9)(§) = 2mi&;p(wi),
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we get
—0;0(€) — 4n’|€l*o(€) =
The general solution to this ODE is given by
6(1,€) = A(€) sin(2nt[€]) + B(E) cos(2mt[]).
The initial conditions imply that

ot.6) = & ﬁgf sin(2nt]€]) + do(€) cos(2ntle]).

We have thus shown the existence of a solution! In fact, as long as we require the solution to be sufficiently
regular such that all the above operations make sense, this is in fact the unique solution. At the very least,
it is easy to see that this is the unique solution such that

(6, 0e0) € L([0,T); H'(R™)) x L>([0, T]; L*(R™)).

We will now show the properties of the solution. First, the conservation of energy:

Proposition 2.1.

B0 =3 [ (00 + Y 00tz

i=1
is independent of time.

Proof. By Plancherel Theorem,

1
E(t) = z/n ((8:9) +Z 2mE;$)?)(t, €)dE.
We shall show that in fact the integrand is independent of time. First,

00 = (51(€) cos(@rtlé]) — do(©)2me] sin(2rtle]))
Also,

Y- (antid)? =ar?lel (ﬁw(l? sin(2rtle]) + o) cos(?mfa))

=|p1(€)[? sin®(2m|€[t) + An2[€]?|do (€)|? cos® (2m[€]t) + 4m|€] o () d1 (&) sin(2mt|€]) cos(2mt[€]).

Summing, we get

|0: | +Z 2160)% = [d1(E)]* + 472 €2 do (€)%,

i=1
which is manifestly independent of t. ]

We then look at the decay of ¢ in t. Why do we expect the solution to decay'? The reason is that as t
becomes large, there are more oscillations in sin(27t|¢|) and cos(27t|£|). Before we proceed, we first rewrite
the solution:

Po(€) 1)

$o(§)  $1(&)
5t 2 27Tz\§|)

—27it|€]
> Tompe) e (=~

(2.1) 9(t, &) = 2l

We first prove a slightly simpler decay result which hold in the region {|z| < R}, but the estimate
degenerates as R becomes large.

LOf course we argued previously that this is due to dispersion in physical space, but we want to see this in Fourier variables.
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Proposition 2.2. Fiz any R > 0. There exists C = C(¢o, 1, R) such that

C
lp(t, )| < W

whenever |z| < R.

Proof. We will only consider the case n = 3 and the integral

_ 2mi(t|€|+x-€) PINS) ¢1(€)
d /]R?’ 27TZ|§| d§

(Of course, according to the (2.1), there are four such terms to consider.) We make a further simplication
that we only consider ¢ > 1, since it is clear that |¢(¢, z)| < C using the fact that ¢1(¢) € S.
To proceed, we rewrite £ in polar coordinates (|£],&g,&,) defined by the relations

€? =€F +E3+ &5, &3 =IElcose, & = [¢]sinépcosé,.

In this coordinate system, the volume form is d¢ = |£|? sin &yd|€|d€gdE,,.
The key point is to notice that
( 1' i)NSZMt\g\ _ o2mitle]
2mit O|¢|

for every non-negative integer N. Using this, we can integrate by parts in || to get

9 ¢1( )
= — 27”75‘5‘ 2mix-€
= /]Rs 2mt ale| (e |f|> sin {pd|&[dEgdE,,

. 1 . N ~
_ 2mit|€ 2mix-§ . .
= [ erel e (amia () + 610 + €l 00(©) ) singadlelicads,
Notice that there are no boundary terms arising from the integration by parts since él (€) is in Schwartz

class and |§|q51(§) vanishes at || = 0. Note that we have thus gained a power of t! We integrate by parts
one more time to gain another power of ¢. Notice that this time we have a boundary term at |¢| = 0:

I:—/em“l.69<ﬁ“f0%mfwﬂo+@w+M| (0)@&MM%M@
RS ale”

8mw3it? J|¢]
52 t2¢1(§ 0)
i 1 iz . " 2mi .£A
:7/11@62 f\f\W& 5((2m.g)2¢1(g)+”|§¢1(5) (4riz - 5)a|§| 1(6)

9 5 , 1
+ 516 + (el ())>81n§gd§|d§9d§¢+W%(EZO)'

The boundary term in particular does not allow us to integrate by parts again. We thus simply bound
each of these terms. Using the fact the ¢; € S, it is easy to see that

C(1+ R?
12 ’
as desired. O

1] <

Of course, the above decay bound is not uniform for all x € R™. The following theorem, on the other
hand, gives a uniform decay rate. Notice that the decay rate obtained is weaker?:

Theorem 2.3. There exists C = C(¢pg, ¢1) such that
C

O

2N0v01rtholcss7 as we will see in the Example Sheet, it is sharp!
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Proof. We give a proof that works when n is odd. As before, we will again only consider n = 3 and the term

_ 2i(t|¢|+a-€) $1(€)
! /Rs ¢ amile]

Without loss of generality, we assume that x = (0,0, ) for some o € R. Let p = /&7 + £2. We use the
coordinate system (&3, p, &p), where &y is given by

peoséy = &1.
We now try to repeat the argument in the proof of Proposition 2.2 with % replaced by 8%' The key point

is of course that %62””'5 = 0 so we do not get a dependence on x. We first note that

oGl _ »

op ¢

and thus for every non-negative integer N, we have

( €] Q)Nezm\g\ _ 2mitle]

2mipt Op
Using this, we can integrate by parts in p. Notice that the volume form is d§ = pdpd&sd€s. We thus have

J = — / e?ﬂ'iﬂf\—‘,—%‘rirf%ﬁ <¢1(£)> dpd€9d§3 _ /627rit\£3\+27ria£3‘l ¢1(p = .0,53)d§3,
R3 it Op it 2mi

211

where the last term is a boundary term at p = 0. It is easy to see that both terms are bounded in magnitude
by %, uniformly in z. |

Remark 2.4. The proof we gave above would not give the desired result when n is even. In fact, in that case
one only obtains the weaker decay

C

lp(t, z)| < m

Exercise: Check this.

In view of the above remark, we give another proof of the theorem. In particular, this gives a more refined
bound away from the set {(¢t,z) : (1 — e)t < |z| < (1 + €)t}.

Proof. (0) As before, we will again only consider n = 3 and the term
I / G2mitielrae) 918 4o
R3 2mil¢]

Again, without loss of generality, we assume that z = (0,0, «) for some o € R. Let p = /&2 + &£5.
We use the coordinate system (€3, p,&p), where &y is given by

peoséy = 1.

2
Introduce a cutoff function depending only on 5z£fp2 such that
3

if & < (1—2¢%)[¢?
0, if&>(1-e)ef.
We then consider

$1(€) $1()

I=1 I, :— 2mi(t|E|+x-€) RV / 2mi(tl€|+x€) (1 _ de.
1+ 12 /]RS € X(g) 27_”|§| §+ 3 € ( X<€))2ﬂ'l|£‘ g
(1) We first bound I;. The key point is the in the support of x, we have
1—¢€2
<= = &<—50"

Therefore,

gl p

O P+g
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is uniformly bounded below by a constant (depending on €). Again, we want to integrate by parts
in p using the fact that %62’”’5'5 = 0. We now turn to the details: We first note that for every
non-negative integer N, we have

( [3 3)1\/ aitlg] _ 2mitle]
2mipt Op '

Using this, we can integrate by parts in p. Notice that the volume form is d§ = pdpd€ydés. We thus

have
19 (x(©)i(&)
— 27r7,t|§|+27rzz I3
L /Rs 2mit Op ( 2mi dpdodEs.

Notice that we do not have a boundary term at p = 0 since x(§) is supported away from p = 0 for
almost every £3. We can integrate by parts once more to get

= ritlelamive L0 (16l 0 (Xx(§)d1(6)
]1 = /RS 62 t|1&|+2 4242 8,0 ( p ap i dpd&gd&))

Notice that on the support of x, we have an upper bound for %! This term is therefore bounded by

C
=z

The difficult term is of course Io. We first make an observation that if [¢| < /1 —4 or [¢] > ;_1;;2,
then

(82 <1l o () > (14 0)P

in the support of 1 — x(£). In other words, there exists a constant C' = C(9, €) > 0 such that

14985 o1,

tl¢]

We can therefore use % in the polar coordinates (|¢],&s,&,) defined as before by the relations

€ =& + & + &5, & =¢|cosép, & = [¢]sinpcos .

Now, for every non-negative integer N, we write

€] 9 O )N g2miltlél+ags) _ p2miltlEl o)
2mit(|€] + a£3) al¢]

We now proceed in a similar way as Proposition 2.2. We can integrate by parts in |£| to get

— rite] omive L0 [1EPA=x(€)1(8) ) .
I _/]RS 2mit|g] 2 A2t O|¢| ( (€] + af3) sin &gd|€|dEgdE,,.

Notice that there are no boundary terms arising from the integration by parts since (51 (€) is in

Schwartz class and on the support of (1 — x), we have % < C(d,€)|€| so that the

boundary term at |{| = 0 vanishes. We integrate by parts once more - noticing that this time we
pick up a boundary term at || = 0:

[ mndgemme L0 (el 0 (1EPA=x(©)a(O)) )
e /Rse © Bt O] <|5|+afsa|5| e+ %) sin Epd|€|dEode,

L €0 (1P - x€)©))) .
+ /32 8m3it2 |£1}§0 <|§| + 06753 I|¢]| ( (€] + ang) )) sin §pd&pdE.,.

Using (2.3), we in particular see that the last term is (in general non-zero and) bounded by t%
Likewise, one can check using (2.3) that the ﬁrst term is also bounded above by t% Therefore, if o

and ¢ lie in the range [%| < v1—6 or |%| > £+ 9, we in fact have a better decay estimate.
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It remains to estimate Io when |2| is close to 1 - more precisely, when v/1 — 8 < |%| < Y23, In this
case, it suffices to prove decay in |a|. We now use the coordinate system (|£|, &g, &) as in part (2) of

the proof. The phase function can be re-written (using z = (0,0, «)) as

2mi(t|E] + x - &) = 2mic|€|(1 + cos &p) + 2mi|E|(t — ).

Hence, we re-write Iy as

I, = / e2ﬂmlf|(1+cosfe)e%ilfl(t—a)(1 —x(9) ¢1(§) 1€ sin &pd|&|dEgdE,, .
R3 2’/TZ|£‘
We first take the integral in d€y, noting in particular that e2*¢/(t=®) is independent of &y. In other
words, we consider

I :/0 ezﬂia|£|(1+00559)(1 — X(g))(élig|g| sin &pd&p.

21 [e'e)
L) < / / | Joldg|de,
0 0

and it suffices to get a bound on J,. Note that for every non-negative integer N

Note that

(_711 N627rio¢|§|(1+cos§9) _ e27rio¢|§|(1+cos§g).
2micr| €| sin &y Oy

Integrating by parts in &y, we get

/7T 627ri04|£|(1+cos o) b
0

Jz = e g (- X€)h(©) des

e2mic|€|(1+cos £p) .
_— (1 — —o1 -
+ ( 4200 ( X(§>)¢1 (g)) r{ﬁe—O}
This implies
Cum
|Jo] € 57
laf(1 + €)M
for every integer M (since ¢, € S). The result follows.
In the case that n is even, the proof of part (3) requires a modification. We consider the n = 2 case.
Here, we assume x = (0, ) and use the polar coordinates (|¢|,&p). The corresponding integral is

I — / e2mialel(1cos ) c2milelt-a) (1 _ 3 (¢)) 218 gie e,
R2 211

As in the n = 3 case, we introduce Js as the & integral, i.e.,

2 n
Jy :/ e27ria|£|(1+cos§9)(1 o X(E))d)l(g) dgg
0

211

Divide the integral into two parts

4 T+ 27
J21=J2,1+J2,21=(/ +/ +/ )+/ )
0 T—0 27 —§8 {&o€[0,m—0]U[n+6,2m—5]}

where 6 is some small constant to be chosen. For J; 1, we bound it using the smallness of the inteval,
ie.,

Cyd
o] < — M0
(1+[¢])
for every integer M. For J; 9, we use as in the n = 3 case the identity
-1 0

e27ria|§|(1+cos o) — e27ria|§|(1+cos £o) )

(2m'a|§| sin&y 0y
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We thus get, after integrating by parts in &y,
Jo1

_/ e2rialglliteosto) 9 (1 —x(£)1(§) de
(coclsn—slUlrto2n—s)}  4m2al¢] 0 sin &g 0

e2mial€|(1+cos o) (1 _ X(S))dﬁ(ﬁ) e2mial|(1+cos &o) (1 _ X(g))(il (5)
+ [{go=n—o} + Hep=2m—s)

42| sin &y 4dm2alg] sin &y

42 al|¢] sin &y 4dr2alé| sin &y

- <627ria£|(1+cos£9) (1- X(f))ﬂgl(f)> ey — (e2ma£(1+cos§s) (1— X(ﬁ))éﬂ@) eomss) -

1
sin &g

Clearly, all the boundary terms pick up a §~! from and are bounded by

CM§71
| J€](1 + [EN)M
On the other hand, for the first integral, we have

/ emialel(iteossn) g (1 — x(£)h1(€) e
(€0 €[, m—5]U[n+6,2m—5]} dm2alé|  0& 0

sin &y
Cu / 1
S——— 7 —5—d&
Ot|€|(1 + ‘€|)M {&o€[6,m7—b]U[n+6,2m—68]} S11’12 60
Cprd—t
S T
o] [€](1 + [€])
Therefore,
Cuy 51
Jo| < 5+ )
el < T O o)

Choosing 6 = |a| 2 [¢| "2, we get
Cum
[21€]> (1 + |

| J2| <
@

This in turn implies

|Q

C
|IQ|§ lg
ol2
lafz ¢

Nl

as desired.
O

Let us explicitly state the more refined bound away from the region {(¢,z) : (1 — e)t < |z| < (1 + €)t},
which we derived in parts (1) and (2) of the proof above and in fact holds in all dimensions:

Corollary 2.5. Given € > 0, define Sy := {z : || < (1 —e)t or|z| > (1 + €)t}. Then, there exists
C = C(¢g, d1,€) > 0 such that

c
~ <
Sup |p|(t, z) < e

Remark 2.6. Of course, Corollary 2.5 implies Proposition 2.2!

3. LINEAR WAVE EQUATION VIA FUNDAMENTAL SOLUTION AND REPRESENTATION FORMULA

This section will be provided later.
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4. ENERGY ESTIMATES

In the previous lectures, we studied the constant coefficient linear wave equation
(4.1) O¢p =0

by solving the equation explicitly either via the Fourier transform or via the fundamental solution. In
particular, we have shown the existence and uniqueness of solutions, conservation of energy, dispersion and
the finite speed of propagation. We have also saw that depending on the property that we wanted to prove,
one representation of the solution may be preferable to the other.

In this section, we will introduce yet another method to study the equation (4.1), namely the energy
methods. In fact, we will show that we can prove (almost) all the properties of the solutions we previously
showed using the energy methods. More importantly, as we will see, these methods are more robust and can
deal with situations when the solutions to the equation may not be explicitly available. In particular, they
will make a crucial appearance in the study of nonlinear equations!

We will use the term “energy methods” to refer loosely to methods which are based on L? type estimates.
The most basic example is the conservation of energy:

Proposition 4.1. Let ¢ be a (sufficiently reqular) solution to (4.1). Define E(t) as before as
1 n
B =5 [ (@0 + Yo (00 (t.)da.
" i=1

Then E is constant in time.
Proof. Consider

d ) "
aE(t) = - 0:90; ¢ + ;&faﬂbaﬂs

- /R 06020+ 0,0:00,0
" i=1

i=1
n n
- / 063 026 — 3" 0,602 = 0.
i=1 i=1
Here, we have used the equation in the second line and have integrated by parts in the third line. O
Remark 4.2. Another (completely equivalent) way to look at the proof is to use the identity
0 = 0,600
and integrate it in the region [0, ¢] x R™ with respect to the volume form dxzdt and integrate by parts. We
will take this point of view in some of the results below.

One immediate consequence of the energy identity Proposition 4.1 is the uniqueness of solutions:

Corollary 4.3. Given initial data
(#,0:9) I{1=0y= (90, 1),
if we have two solutions ¢V and ¢ to the linear wave equation with the given data such that both of them
satisfy (¢, 8,0M) € L>([0,T]; H'(R™)) x L>=([0,T]; L*(R™)) for i = 1,2, then
¢(1) _ ¢(2)

almost everywhere in [0,T] x R™.
The energy identity in Proposition 4.1 can also be localized in the following sense:

Proposition 4.4. Define, for 0 <t < R,

n

Bl )= [ (00 + Y0

i=1

Then E(t;x, R) is a monotonic decreasing function in t.
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Proof. We start with 9;¢0¢ = 0 and integrate by parts in the region to the future of {¢; } x B(x, R) and to the
past of ({t2} X Bz, R — t3)) U (Usept 15 ({s} X 0B(z, R — s))). The boundary terms on {t1} x B(z, R —t1)

and {t2} X B(z, R—t3) give E(t1;x, R) and E(t2;x, R) respectively in a way similar to Proposition 4.1. The
key point is that the boundary term on U,ep, +,1({s} X 0B(x, R — 5)) has a definite sign. More precisely,

ta o n ,
/tl /B(m,Rt) (aﬂb( 6t¢+;3i¢) (t,y)dydt
— E(ty;z, R) + E(ty; R)_l/tz/ ((a¢)2+zn:(a¢) 28‘752 )t ot
o o 2 Jt, JoB(z.R—t) ' — ! t ;i Y

Here, do is the surface measure on 9B(z, R — t). It remains to check that the last term is negative. To see
this, notice that a simple application of Cauchy-Schwarz gives

23t¢z z¢ <(3t¢) (Z (ﬁJ_—?f 81-(25)2
< + (I (0007 = 0+ Y (000"
which implies
(210)? + >_(9:0)* > 0.

An easy consequence of the localized energy estimates is the finite speed of propagation.
Corollary 4.5. If (¢o, 1) = (0,0) in {y € R" : |y — x| < t}, then ¢(t,z) = 0.

Notice that we have not yet proved the dispersion of the solutions to the linear wave equation using the
energy method. This will be an important topic in later lectures. Instead, we now consider linear estimates
for a more general class of (non-constant coefficient!) linear wave equation. We first define the class we
consider:

(4.2) 3a(a°‘ﬁ35¢) + 62000 = F
. (6,0:9) I{1=0y= (%0, }1)-

We require that a is a symmetric matrix and satisfy

1
4.3 a®? —m*P| < =
(43) > <5

We will also need some regularity assumptions on a, b and F. We will state the precise conditions we need
later on. For this class of equations, we do not in general have conservation of energy, but we can nonetheless
show that some appropriately defined “energy” has the property that its growth is controlled. More precisely,
we have

Theorem 4.6. Let ¢ be a solution to (4.2), then for some constant C = C(n) > 0, the following energy
estimates hold:

sup [|0¢] Lz en) (1)

t€[0,T]
T T
C <||(¢Oa(bl)HHl(]Rin)xL?(]R") +/0 ||F||L2(Rn)(t)dt> eXP(C/O ([10a]| oo (rn) () + [[b]l oo (rn (t))dE).

Proof. The proof is in fact the similar to that for the constant coefficient linear wave equation. We use the
identity

(4.4) 96 (0a(a*P95¢) + b%0ngp — F) =0
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and integrate the first term by parts. We consider three different contributions. First, we look at the case
when a = 8 =0:

T
/ 8t</)8t (att 0,5 ¢) dz dt
0 Rn

T
(45) :/O /n(ﬁtatt)(ﬁth)Q + %&(&qﬁ)za“ dx dt

1 1 1 (7
:5/ a'(0y¢)*da — 5/ att(8t¢)2dx+§/ / (0ra™) (0r$)? da dt.
{T}xR" {0} xR~ 0 JR3

When we only have 4, = 1,2,...n, we have the following identity (note that we use the convention where
i,7 =1,2,...,n and repeated indices are summed over):

T
/ 0190;(a" 0;¢) dx dt
0 R™

T
——5 [ [ @dsaio+ 00,600,6) de e

(4.6) LT B
T2 / 9:(0i¢0;p)a”? du dt
0o Jre
1 y 1 y 1 (7 g
=— = / a”&»(b(’)jcﬁdx - */ a”(‘)i(wj(bdx + = / / (8,5(1”)((‘3@8]'@ dx dt.
2 JiTyxmn 2 Jioyxrn ' 2Jo Jrs

Notice that in the derivation above, we have used the symmetry of a.
Finally, for the term with ¢ and ¢ = 1, ..., n, we have

/T 8t¢(8z(a’06‘t¢) + 8,5 ((11081(;5)) dx dt
0 R
@) =[] 0a) 00 + 0,000 + 0a")(010) 010) d
T
= [ [ 00100 - @) (010 + (1) 010)(016) o .

We now combine the equation (4.4) with the integrated identities (4.5), (4.6) and (4.7) to get

1 1 y
3 / a’(0,¢)%dx — 3 / a1 0,00 ¢dx
{T}xR™ {T}xRn

< 1 / a'(0,¢)%dx — 1 / a1 0,00 ¢dx
2 Joyxrr 2 Joyxrr

T
+C [ 106l
0

FHLz(Rn)dt

T
+C / (100 20 oy OGNy () + Bl o ey (DO 2 ey (1)

By the assumption (4.3), there exists a constant C such that the left hand side of (4.8) controls the L? norm
of all derivatives of ¢, i.e.,

100]| L2®n) (T)

(4.9) 1

1 / a’(0y¢)2dax — = / a'19;¢0; pda
2 J{Tyxrn 2 J{Tyxre

<C
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Combining (4.8) and (4.9), we get
106172 gy (T)

T
<C06]2 e (0) + / 106 L) | F | 2 oyt

T
+C / (100 o= ry (D101 gy () + Nl gy (1962 gy (1))

Now, notice that we can in fact have a stronger estimate on the left hand side which control the supremum
of the -H' norm over the interval [0,7]. This is because we can perform the argument above in a smaller
interval of time. Hence,
sup (06|22 g (1)
te[0,T]
T

<C06]2 e (0) + / 1061 z2am

FHLz(Rn)dt

T
+C [ (100l oy (1061 ey 0 + el ey (D061 ()

Now, we can use Cauchy-Schwarz to get

T
/ 1061 2 am
0

T
<4 sup H6¢||2L2<Rn>(t)+06*1(/ [F |2 @nydt)?.
te[0,T) 0

FHLz(Rn)dt

Choosing ¢ > 0 sufficiently small, we can therefore absorb the term & sup,¢ (o 7 ||6¢||%2(Rn) (t) to the left hand
side to get

sup |00 72 ny (1)
te[0,T]

T
<Ol a0+ (| 1P lgscanydt®

T
+C / (100 o0 iy (D101 oy () + Nl gy (19612 gy (1))
The conclusion follows from Gronwall’s lemma below. O

We recall here the Gronwall’s lemma:

Lemma 4.7. Let f(t) be a positive continuous function and g(t) be a positive integrable function such that

fH) <A+ / F(s)g(s)ds

for some A >0 for every t € [0,T]. Then

1) < Aeso( | g(s)ds)
for every t € [0,T].

Proof. We will actually give two proofs. The second proof gives a slightly weaker result that is stated above,
but we use this to illustrate a method that is known as the bootstrap method. This method will be
important later when we consider nonlinear problems.

(1) Differentiating and using the given inequality, we have

G+ [ 100 = 1090 < s+ [ fs)a(s)as)
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Integrating, we obtain

A+ [T F(s)g(s)ds ¢
+ Jo ffl Jg(s)ds _ exp(/o o(5)ds).

Use the given inequality again to get the desired conclusion.
(2) For the second proof, we will only obtain the weaker conclusion

(4.10) (1) < 24 exp(4 /0 o(s)ds).

Define the subset of [0,T] by B := {t € [0,7] : (4.10) holds for every s € [0,¢]}. We will show that
B is non-empty, open and close - thus B = [0, T].
e B is obviously non-empty since 0 € B.
e B is obviously closed by the continuity of f.
e The only difficult part is to show that B is open. By the continuity of f, it suffices to show
that if ¢ € B, then we have

34 K
1) < 5 exo(a [ g(s)as).

i.e., a bound that improves over (4.10). To show this, observe that if t € B, then

fit) <A +/0 f(s)g(s)ds < A+ ZA/O g(s) exp(4 /OS g(r)dr)ds
1

<A1+ (el [ g(s)s) 1) < 2 expla | atois)
O

Using Gronwall’s lemma, we have thus concluded the proof of the energy estimates (Theorem 4.6). As in
the case for the constant coefficient linear wave equation, an immediate consequence of the energy estimates
is the uniqueness of solutions:

Corollary 4.8. The conclusion of Corollary 4.3 also holds for the more general class of (non-constant
coefficient) linear wave equation that is being considered!

For the constant coefficient linear wave equation (4.1), we know that is ¢ is a solution, that ;¢ and
0, ¢ are also solutions. As a consequence, say if the initial data are smooth and compactly supported, all
higher derivatives for ¢ are bounded in L?. In general, of course ¢ being a solution does not imply that
its derivatives are also solutions. However as a consequence of Theorem 4.6, we can also control higher
derivatives of ¢ in L?. More precisely, we have the following corollary:

Corollary 4.9. Let ¢ be a solution to (4.2), then for some constant C = C(n, k) > 0, the following energy
estimates hold:

sup > [|070l|zzqen) (1)

te[0,T) 1<]a|<k

T
<C <||(¢0,¢1)||Hk(Rn)XHk1(Rn) +/ HF”Hk,fl(]Rn)(t)dt
0

T
+/( > 0%l a@ny )+ Y 10%60° ¢l L2 ey (1)) dt
O Ja|+|B|<k+1 lal+18]<k
1<]al,|B1<Lk 1<|B|I<k

T
X exp (o / (19al] o ey (£) + ||b||mw><t>>dt) .

Proof. To see this take a multi-index o/ such that 0 < |o/| < k — 1. Derive a wave equation for 8 ¢ and
apply Theorem 4.6. O

It is easy to see that we can in fact also control the L2 norm itself:
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Corollary 4.10. Let ¢ be a solution to (4.2) and k be a positive integer. Then for some constant C =
C(n, k) > 0, the following energy estimates hold:

sup ||(¢, at(b)||H7€(R"L)XHk71(R7L)(t)

te[0,T)

T
<C(1+7) <||(¢0a¢1)||H’<(]R”)><H’“—1(R") +/ | E7]] =1 ey ()t
0

T
S D S LR PO R S A PR
O laltll<ktl o+l <k
1<l |Bl<k 1<[BI<k

T
X exp (C/O (I0all o rny (£) + ||b||L°°(R")(t))dt> :

Proof. The only term that has not already been controlled in Corollary 4.9 is

sup || ¢l p2n) ().
t€[0,T]

On the other hand, it is easy to see (Exercise) that

T
sup |[|¢[|Lz®n)(t) < C <||¢0|L2(Rn) +/ ||3t¢||L2(Rn)(t)dt> :
0

t€[0,T]

We can then apply Corollary 4.9 to control the right hand side to obtain the desired conclusion. O

5. EXISTENCE OF SOLUTIONS TO GENERAL (NON-CONSTANT COEFFICIENT) LINEAR WAVE EQUATION

In the previous lecture, we showed that if a solution exists, then it must obey certain energy estimates. In
particular, the existence of solution is assumed. Now, we show that in fact using the energy estimates together
with some abstract theory, we can obtain existence of solutions. For technical reasons, it is convenient to
look at a smaller subclass than the previous section. Consider the equation

(5.1) 0a(a*P0p0) + b0t = F
. (0,0:0) I—0y= (b0, ¢1) € HF x HF1.

We require

aB _ B o 1
la me| < 5
To simplify the analysis below, we assume that a, b and all the derivatives (of all orders) are bounded in
[0,T] x R™.

Before we state and prove the existence result, we need the following lemma:

0,0% = 0.

Lemma 5.1. Let
L*t = 00 (a*P9g1p) — 90 (6*1)),
be defined as the (formal) adjoint of L, defined as

L* ¢ := 0o (a®P ) 4+ b Deyb.
Suppose 1p € CX((—o0,T) x R™), then for every m € Z, there exists C = C(m,T,a,b) > 0 such that
T
[l (® < € [ 1L sy (5)ds
¢

for every t € [0,T].
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Proof. For m > 1, this is simply a consequence of the energy estimates®. We now carry out an induction for
the cases m < 0. Assume that the result holds for some mg + 2, we wish to prove the same result (with a
possibly different constant) for mg. To this end, consider

v=(1-8)",

defined, for instance, using the Fourier transform. Then, there exist C' > 0 depending on mg, T, a and b
such that
L' — (1= AL <C( Y [0%9)).
1<]a|<3
Therefore,
LW o1 gy () < C (I g1 gy () + 19| o vy (1))
Therefore, by the induction hypothesis,

(O] rmo+2(rsy (t)

T
SC/ (L o1y (s) + [ ]| rmo2me) (s)) ds
t

T
<C [ 1L Wl s sy (),
t

where in the last line we have used Gronwall’s lemma, noting that the constant is allowed to depend on T
This implies

T
[Pl zmo (m3) (8) < CIW || zrmo+2(ms) (8) < C/t L") rrmo—1 e (5)ds.

We are now ready for the main result in this lecture:

Theorem 5.2 (Existence of solutions to the linear equation). Given F € L*([0,T]; H*~1(R")), there exists
a solution

(6, 019) € L>((0, T); H* (R")) x L>*([0, T); H*~H(R™))
solving (5.1).

Proof. We begin with the case where (¢, #1) = (0,0). For every element in L*(C2°((—o0,T) x R™)), define
a map to R by

T
L*@m/ VFdrdt =< F,p > .
0 Rn

(Note that this is well-defined because of uniqueness for L*y) = f with zero data at t = T, a fact that we
proved using energy estimates.) Notice that by the assumption on F' and Lemma 5.1, we have the bound

T T
[ [ wpdzan <o 1l @0 st [bllgs o)
0 n 0

t€[0,T]

T
<C [ LW (o).
0

Using Hahn-Banach, there exists a function ¢ € (L'((—oo,T); H*(R™)))* = L>®((—o0,T); H*(R™)) with
¢ =0 for t < 0 that extends the map above, i.e.,
< F¢>=<¢,L*Y >

for every ¢ € C°((—o0,T) x R™). Therefore, ¢ is a solution in the sense of distribution. Finally, we use the
equation to show that ¢ € C*([0,T7]; L?) and therefore (¢, d:$) [11=01= (0,0). This concludes the proof in
the special case where (¢o, ¢1) = (0,0).

Turning to the general case. Let u be a function in [0,7] x R™ such that

(u, Oru) [(t=0y= (P0, P1)-

3Notice that it is at this point that we use the condition 9qb% = 0, which guarantees that L* does not have zeroth order
terms.
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At the same time, solve
Ln=F —Lu
with initial data
(n,0:m) Tr=0y= (0,0).
Then letting ¢ := n + u gives the desired solution. (]

Remark 5.3. Notice that the above theorem gives only the existence of solutions in the sense of distribution.
Nevertheless, using the Sobolev embedding theorem, if we assume that the initial data is sufficiently regular,
then in fact the solution can be understood classically.

We recall here the following standard Sobolev embedding theorem which we referred to in the remark
above. It will also make a few more appearances later.

Theorem 5.4 (Sobolev embedding theorem). For every s > %, there exists C' = C(n,s) > 0 such that
9l oo (rn) < CllBll ms (mn)-
6. LOCAL THEORY FOR NONLINEAR WAVE EQUATIONS

We consider quasilinear equations of the form

61) 0a(a?(8)056) = F(6,09)
. (¢, 0¢0) I{t=0y= (b0, ¢1) € HF x HF1.

We require that

(62) |a045 _ maﬁ| <2
and
(6.3) a®? | F are smooth functions of their arguments.

As a consequence of (6.3), we have
(6.4) Z Z sup 02 (a*?)|(x) < Can
a,B |z|<A [vISN
and

(6.5) Z sup [0] ,F|(z,p) < Can-.

|z, Ipll<A 1SN

We now state the main theorem of this section, which is a local existence and uniqueness theorem for this
general class of equations.

Theorem 6.1. Fix a and F satisfying the assumptions above and fix an integer k > n + 2.
(1) (Ezistence and uniqueness of local-in-time solutions) There exists*

T =Tl ¢oll e @nys |61l -1 (mn)) > 0

such that there exists a (classical) solution ¢ to (6.1) with

(6,0:¢) € L=([0, T); H*(R™)) x L>([0, T]; H*1(R™)).
Moreover, the solution in unique in the function space

(¢,010) € L((0,T]; H*(R™)) x L=([0, T]; H*'(R™)).

(2) (Continuous dependence on initial data) Let (;Sgi), gZ)gi) be sequences of functions such that gb(()i) — o
in H*(R™) and qbgz) — ¢1 in H*"1(R") as i — oo. Then taking T > 0 sufficiently small, we have
18 — &, 04(6') — )| oo (0,7 115 () x L= ([0,7); 5~ () — O

as i — oo for every 1 < s < k: (Here, @ is the solution arising from data (po, P1) and o) is the
solution arising from data (¢§f), ¢§1)).)

40f course T also depends on a and F' but we will considered them fixed for this theorem.
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(3) (Breakdown criterion) By part 1, there exists a mazimal time of existence T, := sup{T > 0 :
conclusion of part 1 holds} > 0. If T\, < oo, then we have

lim sup Z 105 @Il oo (mmy (L) — 00.
T el g+

(4) (Persistence of reqularity) If the initial data are moreover in H™ x H™~' for some m > k, then the
solution (¢,0:¢) € L>=([0,T); H™(R™)) x L>=([0,T]; H™"~Y(R")) for every T < T,. In addition, if
the initial data are smooth, then the solution is smooth in [0,T,) x R™.

Remark 6.2. An evolution equation is said to be well-posed in the sense of Hadamaard if there is existence,
uniqueness of solutions and continuous dependence on initial data.

We now turn to the proof of the theorem:

Proof. (1) This part of the theorem is proved by Picard’s iteration. By a density argument, it suffices
to assume that (¢g,¢1) € S x S. Define a sequence of (smooth) functions ¢(*) for i > 1 such that

¢(1) -0
and ¢ is defined iteratively for i > 2 as the unique solution to

0a(a* (6~ 1)95019) = F(4~), 09(4-D)
(09, 000D) T i—oy= (¢, D1)-
We will show two properties of the sequence ¢(®). First, for T > 0 sufficiently small (depending only

on ||@ol| e rny and ||p1 | gr—1(rny), the sequence is uniformly (in i) bounded in L>([0, T]; H*(R™)) x
L2([0, T); H*1(R™)), ic.,

(6.6)

(6.7) (6, 068 | oo (0,79 1% (R )y x Low (0,7 k1 ey < C
for some C > 0 (depending on k, n, F' and a, but independent on 7). Then, we show that for
T > 0 chosen to be smaller if necessary, (¢(¥),9;¢() is a Cauchy sequence in L>([0, T]; H'(R™)) x
L>([0,T); L*(R™)).
(a) We begin with the first part, the idea is to use the energy estimates. Obviously, it suffices to
prove that there exists some A > 0 such that
||(¢(i71)75t¢(i71))||L<x>([o,T];Hk(Rn))xLoo([o,T];kal(Rn)) <A
= ||(¢(i)73t¢(i))||L°<>([0,T];Hk(Rn))wa([o,T];Hkﬂ(Rn)) < A

To this end, we assume

(6.8) (@41, 066 D) | oo (o, 1,115 (R ) ¢ L (0,7 H 1 Ry < A

for some A > 0 to be chosen below. In fact, it is convenient to use the bootstrap method and
assume also that

(6.9) (), 0 )| oo ((0,7): 0 (R y) x Low ([0,7); 71 (R )y < AA.

Of course, we can make this assumption as long as at the end we can improve the constant in
(6.9).
Recall that in order to apply the energy estimates in Corollary 4.10, we need a bound on

T
[ X 10mrt 060 s
9 o<lal<k-1

and

T
[ 2 S () e s e

[vI+]o|<k+1 a.p
1<yl lo|<k



INTRODUCTION TO NONLINEAR WAVE EQUATIONS 19

To obtain such bounds, we need to use the smoothness of F' and a as well as the Sobolev
embedding theorem (Theorem 5.4). First, for F', we notice that by the chain rule, Theorem 5.4
and (6.5), there exists B = B(A,n,k, F') > 0 such that for ¢ € [0,T], we have

> l0vF (@, 00| 2 (1)

0<|or| <k—1
<C Z 10001 |2 () + Z 100° =192V || 12 (t)
0< o<k 0< a1 |+ oz | <k—1

+cubic terms + ... + terms of order k — 1)
Consider for instance the quadratic term
Yo 10060002 UV Lo (1).
0<ar | +]az| <k—1

Notice now that either [a;| < 5L or |as| < 251, So we can assume without loss of generality
that |a1| < 251, On the other hand, since (252 + 1) + 2 < k (by the assumption k > n + 2),
we can apply Theorem 5.4 to get

> 1006V pee@ny <C Y (0% L2 (1),

0< oy [<EFL 0<|a|<k
Therefore,
S 00™ 6 D00% ¢ [ pag (1) <C 3 (10760 ageny (1)
0< o1 |+|ez|<k—1 0< || <k

In a similar manner, we can treat all the higher order terms to get

Z 10°F (¢ =1, 0"~ 12 (t)
0<o| <k—1
k

<Cl1+ > 0" Vle@n(®) | < B,
0<|a| <k

where in the last line we have used (6.8).
In a similar fashion, we can also obtain

S e (af @) 0760 e () < B

[v[+lo|<k+1 a,f
1<]y],lo|<k

for some B = B(A,n,k,F) > 0, where we have used the bootstrap assumption (6.9) in addition
to the induction hypothesis (6.8). Moreover, we have a bound

Z 187 (aa5(¢(i—l))) @) < B

lv|=1
using Proposition 5.4 and (6.8).
We now apply the energy estimates in Corollary 4.10 to obtain
(6, 8 ) || oo ((0,7]: Bt (R y) x Low ([0,7); FFF—1 (7))
<C (H((bo, ¢1)||Hk(Rn)><Hk—1(Rn) + BT + CBTZ) x exp(CBT).
In order to fix notations, let’s call the constant in the above inequality Cy and assume without

loss of generality that Cy > 2. Here is the key point: while B can be very large and depends
on A, we can choose T' > 0 to be sufficiently small (depending on A) such that

(BT + C()BTQ) exp(CoBT) < || (¢0, ¢1)HHI@(R7L)XH7¢71(R7L)

and
exp(CoBT) < 2.
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With T chosen as above, we thus have

16, 8 )| oo ((0,7]: % (R y) x Lo ([0,7): -1 (R ) SAC0l[ (G0, G1) || ik (e =1 (R -
Now, let’s choose A = 4Cy|[(¢o, ¢1) |+ (rn)x mrr—1(rn)- We have thus shown the desired implica-
tion
161, 00| oo (f0,77 Fk (R7)) x e (0,73 e (Rey) < A
= 167, 0:0) | poe (t0,1: ¥ my) x Lo ([0, T 41 Ry < A

for this A, provided that T" > 0 is sufficiently small depending on A. In particular, we have
improved the constant in the bootstrap assumption (6.9). On the other hand, A depends only on
(@05 ¢1)| fr+ (m) x e -1 (mmy and therefore T" indeed depends only on |[(¢o, d1)| g (rn)x frE—1 (7Y
as desired.
We have thus finished the first part of the proof.

(b) We now move to the second part in which we show that the sequence is Cauchy in a larger space
H'(R") x L*(R"). To this end, for every i > 3, we consider the equation for ¢() — p(:=1):

0a(a(§1 )9 (4 — 9i=1))

= = 0a((@®(917V) = a®(p072)))0p0 V) + F(¢1'D, 0007 Y) — F(p!", 01,
Since a is continuously differentiable, we can use (6.4) together with the bound (6.7) obtained
in part (a), we have for some C' > 0 (depending on initial data but independent of ¢ and T') that

Oal(a®(¢71) = 0 ()93~ V) | < Co(el 1) — 672
which implies using (6.7) again that

196 ((a®P(67D) = a®®(¢172))) 836~ ) [ 2 (any () < ClAG™Y = U2 L2y (1)
for every ¢ € [0,T]. Similarly, using (6.5) and (6.7), we have

IF (31,000 D) — F(¢"™2,000 )| 2ny (t) < Cll¢0 ™Y — @072 || 1 oy (£)

for some C' = C([[(¢0, 1)+ (mryx 5E-1(®ny) > 0. It is important that C' is independent of i.
Also, using the bound in part (a), we have,

187 (a*P (D)) | oo ) (8) < C.
Therefore, applying Corollary 4.10 to (6.10), (noticing that the data for ¢(* and ¢(*~1) coincide
if i > 2), we get

sup [ — ¢V, 9,6 — 0, || 1 ey x 12 (e (2)
te[0,T]

<CT sup (¢ — =2 || i gy (1).
t€[0,T]

Here, C can depend on T only in a non-decreasing manner. By (6.7),

sup |6 — ¢ g1 ey () < Ch.
t€[0,T)

Therefore, choosing T' to be sufficiently small, we have for ¢ > 3,

sup (160 — 66 g oy (1) < 1 sup 16670 — 62 g1 ey 1),
te[0,T] te[0,T]

which implies

sup (|0 — U7V || ey (£) < 27F2Ch.
tel0,T)

From this the Cauchy property follows straightforwardly.
This concludes the proof of existence. The proof of uniqueness can be carried out easily by considering
the equation satisfied by the difference of two solutions. However, we will not carry out this in detail
since uniqueness can alternatively be derived from the continuous dependence of initial data that we
will prove immediately below.
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(2) Pick some i and we bound the difference ¢ — ¢ using the energy estimates. Writing the equation
for the difference

0o (a®? (D)0 (8'") — ¢))
= — 0a((a®?(¢'")) — a®?(¢))0s0) + F ('), 04')) — F(¢,00).

Applying the energy estimates, we get that the following holds for some C' > 0 independent of ¢ and
for all t € [0,T]

Sl[lp] (6 — ¢, 9" — 0 D) 1 (mryx L2 (m7) (8)
se(0,t

<C (||<¢Ef’ — 0, 87 = 1)1 mmy < 12y F / 18((a®? (6@ — a®® ())38) || 12 ) (1)t

t
+ [ 169,06 - F(6.00) ey (0.
0
Now, applying the bounds for ¢(*) and ¢ that we obtained in part (1) of the theorem, we get
sup [[(8' — 6,000 — 08) |l pr1.(reyx 12 (rr) (3)

s€0,t]
(@) (@) o
<C (||( o — G0, 01" — &)l 1 (Re)x L2(R7) +/ 6™ — ¢||H1(Rn)(t)dt> .
0
By Gronwall’s inequality, we thus have that for some C = C(T) > 0,

SEHPT] 16D — 6, 8,0 — 0,) || 1 (rmy x 12 (£) < Ol (D) — o, 1) — b1) | pr1 (imyx 12 (em)-
telo,

Since the right hand side — 0 as i — oo, we get that as i — oo,

sup [[(0 — ¢, 0,6 — 0,6)|| g1y (t) — 0.

te[0,T)

To obtain the result in general for 1 < s < k, simply observe that
sup [|[(0) — ¢, 9,0 — Ot®)|| £ () (t)

t€[0,T)

s—1
k—1

= sup (16" ~ 6,00 ~ ) ey (®) (16 — 6,06 — 80 gy (1) 0.

t€[0,T]

(3) In view of part (4) it suffices to assume k = n + 2. We proceed by contradiction. Assume that
T, < oo but

lim sup Z 105 @] Lo (mmy (t) < 00.
T o< 541y

In particular, this implies that there exists a constant D > 0 such that

sup Z 107 @l Lo (rny (t) < D.

PO o< 541
Now apply energy estimates to the nonlinear equation for ¢ to get

sup ||(¢a 8t¢)||Hk(Rn)><Hk—1(Rn)
t T)

)

T
<C ”(¢07¢1)||H’C(]R")><Hk—1(Rn)+/O 1E ey )+ D Y107 (a*(9)) 0712 (8) | dt

[vI+lo|<k+1 a,p
1<yl lo|<k

T
X exp <C/0 ||aa(¢)||Loo(Rn)(t)dt>
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for every T < T, where C = C(Ty). Now, we bound F and da as in the proof of part (1) of this
theorem. More precisely, we have for some C' = C(D) such that

Y 0“F(,09)|12(1)

0<|a|<k—1

<c| > l0%l=(t) + > 100%1 $D8°2 || 12 (1)

0<|a|<k 0< o |+[az|<k—1
~+cubic terms + ... + terms of order k — 1)

Look for instance at the quadratic term. The key point is that either |ay| or [ao| < 551, Without
loss of generality, let’s say |o| < 51 Since k =n +2, 71 < [2 + 1], we have

1007 9002 @| 2w (1)

<Ol X 10 lm@n @) Y 1976l (1)

1< on|<[ 241 1<|as <k

<CD Z 02 @l L2(rn) ()

1<z |<k

The higher order terms can be treated in an analogous manner to show that every term is at most
linear in

Z 092 @] L2 ) (2),

1< az|<k
multiplied by some polynomials in D. A similar argument can also be used to treat the terms

T
[ X Sl @)ool

[vI+lo|<k+1 a8
1<]y],|o|<k

and
T
| 100l ey 01
Therefore, as a consequence, we have

sup |[(#, 0:d) ||k (mr ) x %1 (7
te[0,T)

T
<C(D,T.) <||(¢0>¢1)H’€(R")><H’“1(R") +/ (1 +D)k||¢||Hk(R")dt> .
0

By Gronwall’s lemma, we get

Sup ||(¢7 8t¢>||Hk(R")><Hk71(Rn)
te[0,T%)

SO(D, T*)H(d)o, ¢1)||Hk(Rn)><Hk71(Rn) X eXp(CT*(l + D)k_l).

Consider any sequence of times t,, such that ¢,, — T,. The above estimates show that

(0, 02 ) || kv (mmy b —1 () (E)

is uniformly bounded. Now, part (1) of this theorem guarantees that we can find a time of existence
T, depending only on [|(¢o, ¢1)|l g+ r)x z*—1(®n), Tx and D (most importantly independent of n!)
such that the equation can be solved in [t,,t, + T] x R™. By taking n sufficiently large, we can
therefore extend the solution beyond T, contradicting the maximality of 7!
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(4) We first show the statement for persistence of H™ regularity. We proceed inductively in m. Assume
that the conclusion holds for some m — 1 > n + 2. We will show that conclusion for m. Again, we
use energy estimates:

sup H(¢’ 3t¢)||Hm(Rn)xHﬂH(Rn)
tel0,T)

T
<C <||(¢Oa¢1)Hm(]R")me—l(]R") +/O (LE N =1 ey (£) + 10al] grm—1 zn) (£)) dt)
Our goal is to show that in fact

1Fl @y + D Y1107 (a*P(6)) 076 2 (2)
Iyl ioT<h+1 af
1<yl o<k

can be estimated linearly in terms of sup,c(o 7y [|(¢; 9:) || rm (rn)x frm -1 (Rn), Which then allows us to
apply Gronwall’s lemma to obtain the desired estimates in H™(R™) x H™~1(R™). This is possible
since m is sufficiently large, and we can use Sobolev embedding together with the induction hypothesis
to control the lower order term. More precisely, we have

Y 0“F(,09)|12(1)

0<|al<m—1

<c| > l0%la(t) + > 100% $DO°2 || 12 (1)

0<|a|<m 0< aq [+]az|<m—1
~+cubic terms + ... + terms of order k — 1)

We look for instance at the quadratic term. We assume without loss of generality that |a;| < mT“
On the other hand, since m > n + 2, we have mTH + 5 < m — 1. Therefore,

S 00 600° 6 pagan (1)

0<|ay|+|az|<m—1

<C Z 0 || Lo (mm) () Z 1072 @l L2(rn) ()
0<]ay <L 0<]|az|<m

<Cllllmrm=1 @) ) 1Dl zrm () (2)-
By the induction hypothesis, for every T' < T, we have

sup ||| grm-1@n)(t) < C
t€(0,7)

and this term is indeed linear in ||¢|[| gm ®n)(t). The term with a can be treated similarly. Therefore,
for every fixed T' < T, the following holds for every ¢ € [0, T7:

sup [|(¢, 0cd) | rm (rnyx rrm—1(Rm)
s€(0,t)

t
SC(T) <||(¢O,d)l)”H?n(Rn)XHm,I(Rn) +/ sup ||(¢78t¢)||H'm(R")XH”LI(R")(S)d8> .
0

s€[0,t)

Gronwall’s lemma implies the desired conclusion.

Remark 6.3. We mention that the conclusion of part (3) of Theorem 6.1 can be improved to

limsup Y [|096]| L @) () — 00

t—T. la<1

We leave this as an exercise (see Example Sheet 2).
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7. GLOBAL REGULARITY FOR SUBCRITICAL EQUATIONS

We showed last time that there is a very general local theory for nonlinear wave equations. In general, of
course there are many different phenomena associated to the long time behaviour. Nevertheless, there is a
class of so-called subcritical equations, such that there is a coercive monotonic quantity above scaling (see
discussions below), for which the problem of global regularity for general data is tractable. We look at one
particular example here.

Consider the equation

(7.1) {qu = |p|*¢

(#,0:9) T{1=01= (90, P1)-
We first show that

Proposition 7.1. As long as the solution remains sufficiently reqular, the following quantity is independent
of time:
3

B() = [ 5(00 + 300 (t.) + 110l (t. )

=1

Proof. This is a direct computation. O

Notice that the conservation of a positive quantity alone does not necessarily imply that the solution is
globally regular. It is important to show that this quantity in fact gives sufficiently strong control over the
solution. In the context of this equation, this is in fact manifested in the following Sobolev inequality:

Proposition 7.2. There exists a constant C' > 0 such that for every ¢ : R® — R, we have
I6llze sy < Cllél s e
We are now ready to show that
Theorem 7.3. Assume (¢o, 1) € (H> x H*)N(C>® x C*°). Then (7.1) has a global-in-time smooth solution.

Proof. We apply the local existence theorem to conclude that there is a smooth local-in-time solution.
According to Theorem 6.1, it suffices to show that for every T, we have the bound

> 0%l (o, 1yxr2) < C(T).

lor|<2
By Sobolev embedding (Theorem 5.4), it in turn suffices to prove
(91l o< o,y 3R3)) < C(T).
We do this in two steps. First, we control the H? norm.

1(0, 02 &) || oo ([0, 77 2 (R3Y) x Lo= ([0,T]; H! (R3))

T
<C(T) <|(¢,3t¢)||H2(R3)xH1(R3)+/O ||¢'¢'3¢||L2(Rn)(t)dt>
T
<C(T) <|(¢,3t¢)||H2(Rs)xH1(R3)+/0 ||¢||L6(Rn)(f)|¢||L6(Rn)(t)3¢||L6(Rn>(t)dt>

T
<C(T) <|(¢>, )| 22y x 1 (R%) +/O (E(t))2||(¢78t¢)||H2(R3)><H1(R3)(t)dt> :

Since F is a priori controlled using the conservation law, we can apply Gronwall’s lemma to obtain

(&, 0cD) || Los ([0, 17; 72 (®3)) x L= ([0, 7); 11 (R3)) < C(T).

Here, of course we have abused notation such that this constant C(T) is (exponentially) larger than the
constants in the lines above. In particular, this implies that ¢ is bounded in L>([0,7T] x R3).
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We now proceed to controlling the H* norm.

1(0, 0:d) || Low ([0, 77: 4 (R3Y) x Lo ([0,77: 3 (R3))

T
<o) [ 16,00) oy + 3 / 10% - 9°6 - 07| 2 e (£)dt

la|+Bl+|v|=3
3
T
<O) | 16,00 ey + [ 3 10°0lsscan(0) |
lal=1

T 2
4 / (6l ) S 1076 ey (Bt

|| =3

T
+ / 16l o ®) | 3 1076l o ® | | 32 10°6] o ®) | dt

lor]=1 181=2
Now, the key points are that

(1) ¢ is in L® by the conservation law
(2) ¢ in L™ and 0¢ in LS using the H? control that we have obtained above.

Therefore, the above estimate is linear in

(¢, 0ed) | k2 (r3) x 13 (m3) (1)

ie.,
[[(®, 0rd) || Loo ([0, 7] 2 (R3)) x Lo ([0,77; 13 (R2))
T
<C(E,T) <(¢7 0 )l mra(ro) x 12 (R3) +/ (¢, 3t¢)||H4(R3)xH3(R3)(t)df> :
0
We can therefore conclude using Gronwall’s lemma. O

Remark 7.4. Another perhaps more direct way to prove this theorem is to reprove the local existence theorem
and show that if we perform Picard’s iteration in L>°([0,T]; H') x L*([0,T]; L?), we can show that there
exists a solution in [0, 7] x R3, where T" depends only on [¢oll 11 (rsy and [[¢1|2(rs). Moreover, we can
also show as in the local existence theorem that as long as an H' solution exists, then higher regularity is
propagated. This allows us to conclude using the conservation law.

We now briefly discuss the concepts of scaling and criticality. Notice that the above PDE has two features.
Firstly, it has a conservation law that controls the H' norm. Secondly, it is invariant with respect to the
scaling

A (t’ ‘T) = /\QS(At’ /\.T),
i.e., if ¢(t,x) is a solution, then ¢ (¢, x) is also a solution. Now, here is the key point: if we scale to smaller
length scales, i.e., we take A\ — oo, then the H' norm — oco. This shows that the conservation law (or
more generally a monotonic quantity) is all the more useful at smaller length scales. We call this property
subcritical. On the other hand, we say that an equation is supercritical if the opposite is true and is
critical if the conservation law scales in exactly the same way as the scaling of the equation.

The concept of criticality is extremely important to predict whether an equation has global regular large
data solutions. Most of the time, subcritical equations have a global regular solution. Critical equations,
lying at the threshold of subcritical and supercritical equations, exhibit a large array of phenomenon - some
of them always have globally regular solutions while some possess solutions that exhibit finite time blow up.
On the other hand, very little is known at all about supercritical equations!

Returning to the equation that we were considering, if we look at a more general class of equations

0o = |¢|" '
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in R x R3, we see that the H! norm is always controlled by the conservation law while the equation is
invariant under the scaling
dx(t,2) = ATT G(AL, Az).

The equation is therefore (Exercise) subcritical if p < 5; critical if p = 5 and supercritical if p > 5. Indeed
in the first two cases, it is known that regular initial data give rise to globally regular solutions. (We see
moreover that the full range of 1 < p < 3 can be treated as above®. However, the case 3 < p < 5 requires
techniques that we will not have time to cover in the lectures. See the Example Sheet for further discussions.)
On the other hand, almost nothing is known regarding large data solutions in the supercritical case!

We end this section with a discussion on the wave map equation from R x R™ to S™. Recall that it is
given by

O¢ = —¢(0:0'0p — > 0:6'0ip),
i=1
with initial data |¢g|? = 1 and ¢{dy = 0. For all n > 1 and m > 1, we have the following conservation law:

Proposition 7.5. As long as the solution remains sufficiently reqular, the following quantity
1

B(0) =5 [ (00f + Vo) (t.)ds

is independent of t.

Proof. Using the fact |¢|? = 1, we have ¢'0,¢ for a = 0,1, ...,n. Therefore, using the wave map equations,
we have

1 n n
(72) —50(0:0' 000 + ; 0" 0i)) + Z; 0:(Dr99:) = 0.
Integrating by parts in the region between any two times, we obtain the desired conclusion. |

On the other hand, the wave map equation is invariant under the scaling

oa(t, x) = p(At, Ax).

Notice that ¢, is indeed a map to the sphere for all A. In particular, the n = 1 case is subcritical; the n = 2
case is critical and the n > 3 case is supercritical. In dimensions n > 2, there exist solutions which arise
from smooth initial data but blow up in finite time®. On the other hand, global regularity holds in the n = 1
case.

Proposition 7.6. (H? x H') N (C* x C™) initial data for the 1 + 1-dimensional wave map equation
Rt — S? give rise to global-in-time smooth solution.

Proof. We first make a remark regarding the applicability of Theorem 6.1. Notice that unlike in the setting
in Theorem 6.1, the wave map equations are in fact a system of wave equations as opposed to a single scalar
wave equation. Nevertheless, it is easy to see that the proof of Theorem 6.1 using energy estimates can also
be applied in this case after trivial modifications.

Therefore, using this local existence theorem (Theorem 6.1), it suffices to show that

Z 1079 oo (m) < C.

| <1

When |a| = 0, this is already implied by the fact that this is a map to the sphere, i.e., |¢|> = 1. It turns
out that in 14 1 dimensions, the wave map equation admits many more conservation laws - indeed we have
infinitely many of them! Notice that (Exercise)

D(at(btatd) + am¢tax¢) = 0

5Note that if p € (1,3), the nonlinearity is not smooth. So in principle we cannot apply the local theory that we had.
On the other hand, it is not difficult to see that one can construct L> ([0, T]; H(R3)) x L ([0, T]; L2(R?)) directly for these
nonlinearities.

6Notice while in both the critical and supercritical cases, the existence of blow-up solutions has been exhibited, in general
the dynamics in much better understood in the n = 2 case.
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In particular, this shows that

> 0%l L~z < C.

laf<1

Remark 7.7. Using
D(atd)tatd) + ax¢tam¢) =0,

we conclude that for v =t + 2 and u =t — x, 0,(0;¢'0sp + 0,90, $) is independent of u and 9, (9;p*d;p +
0,90, ¢) is independent of v! Hence we have uncountably many conservation laws! Equations with infin-
itely many conserved quantities can typically called completely integrable. Many techniques have been
developed to give very precise information about the solutions to completely integrable equations. However,
of course these techniques are very special and can only be applied to the very restricted class of completely
integrable equations.

We now give an alternative proof of the global regularity of the (1 + 1)-dimensional wave map which uses
the characteristic energy, but not the additional conservation laws.

Proof. We first prove the boundedness of the characteristic energy. We start with (7.2) and integrate by
parts in the region

{0<t<Thn{v<w}

This shows that as long as the solution remains regular in ¢ < T', the following quantity is a priori bounded:

2T —vg
/ |0u6|? (u, vo)du < C|[(¢o, d1) |l 2 (ryx L2(R)-

Similarly, integrating by parts in the region
{0<t < T} N {u < up},
we get

2T —ug
/ |0u0|* (o, v)dv < C||(do, ¢1)ll 1 (=) x L2 () -

—ug

Since ug, vy are arbitrary, we have
2T —v 2T —u
(73 sup [ u6P(uo)du+sup [ 10,0 (u,0)do < 6o, é0)lln o
v —v uo —u

We now use this and the equation to control the derivatives of ¢ in L>°. More precisely, we write the equation
as

—40,0,6 = —$(0:6'0p — Y _ 0;0'0:¢) = —460,4 ' Dy,
i=1
We can integrate in the u direction to control 0,¢, namely, for u 4+ v < 2T, we have

sup |0y @] (u,v) < C||(do, d1)|lw1.oo () x Lo (r) + Sup/ |0u |0, 0| (u', v)du'.
ve v —v

Gronwall’s inequality implies that
u
sup]R 050|(u,v) <C||(¢o, D1)[lw.0 () x L (r) €XP(C sup/ |0 0| (v, v)du)
u,ve v —v

<C[(bo, d1)lwree ®)x L= (R) exp(CT'2|(¢o, V)| ®)x L2(R) )

where in the last step we have used (7.3). In a similar manner, we can also use (7.3) to obtain

sup [0y |(u, v) <C||(Po, d1)llw1. ®)x L (r) eXp(CT%||(¢Oa¢1)||H1(R)><L2(]R))'

u,vER

Since we have controlled the first derivatives of ¢ on any time interval [0,7], we apply Theorem 6.1 to
conclude the proof. O
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8. EINSTEIN VACUUM EQUATIONS

We now return to the local theory for nonlinear wave equations and show that it gives a local theory for
the Einstein vacuum equations
Ric(g) = 0.
As we mentioned in the introduction, the Einstein vacuum equations a priori do not look like a system of
wave equation. We first recall some basic notions in differential geometry and derive the formula. (Note
that repeated indices are always summed over!)

Definition 8.1. Given a metric g, define the Levi-Civita connection V by

5 0 aY# o 0
oo 9xB 9z OaP Oxh’
where I'! 5 is the Christoffel symbols given by

1 B B) B
K = — -1 mv(_—_ —_ —_ =
Pap = 507 )" (5 5900 + 55960 = 5 9as)-

V xa +Th, XY

Definition 8.2. Define the Riemann curvature tensor R by

R a:VaVaa 0

Y Oy T2l Ba¥ Qr Ta” | TaF O

and
RBQ;},V = gﬁ'\/R’yauu-
We recall (without proof) some standard properties of the Riemann curvature tensor:

Proposition 8.3. The Riemann curvature tensor satisfies the following properties:

(1)
(2)
(3)

Ruuaﬁ = _Ru,ua,B = _Ruuﬁa;
R;Ll/Oé,B + Ra,u,V,B + RVOL}L,B =0

vaRpuaﬂ + v,uRua'aﬁ + VURU[LOLﬁ =0.
Definition 8.4. Define the Ricci curvature tensor by
Ricyy = (™) Ruaws-
‘We compute
0 0 0 0
Vo V. o e V. o (sz/a@) :((@Fﬁa) + Fgarﬁa)@~
We will only consider terms that has two derivatives of the metric.
0]
Ry = = 5Tl +
and thus the Ricci curvature tensor is given by

0
|
oy b +

. 0 0
RZCHV = —@F,’;V + @FZV —+ ...

We can show that in a local coordinate system, the Einstein vacuum equations read
(8.1)
1

. -1\« 1 -1\« 1 -\« 1 -1\
OZRlc(g)uu = _5(9 1) Baiﬁguu_i(g 1) ﬂaiygaﬁ+§(g 1) Bagwgﬁu""i(g 1) Bazugau+Fuu(g7ag)7

where F,,, (g, 0g) is a function of g and its derivatives. In particular, if the second, third and fourth terms are
absent, then this is a wave equation and the general local theory for quasilinear equations can be applied. On
the other hand, for a particular choice of coordinate system which satisfies the so-called wave coordinate
condition

1

(8.2) Oz = ﬁ

0™y /g0, = 0
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then indeed the second, third and fourth terms can be re-written as terms having at most one derivatives of

g.
To see this, we use the matrix identities

Balg™ )" = —(g7 )" (97")7" Dagos
and
D logdet g = (971)" Dagu-
The wave coordinate condition (8.2) implies
— v — a/ —1\v 1 _ v —1\a
0= 0,007 v/=0) = ~v=a (7)) s~ 50~ a0

which, after contracting with ¢, in turn implies

- «a L_ o
(g 1)“ a,ugom = 5(9 1) Baagaﬁ-
Now define A\, to be
A = -1 F) _ 1 —1 aﬁa
o= (9 ) n9dac 9 (g ) c9ap
so that A, vanishes if (8.2) holds. Using this, we derive
1

g(g_l)aﬂaiugaﬂ

1 1o 1 1o
=—§au((g 1) Bauga6)+§(au(g 1) ﬂ)avgaﬂ

== 0u((97 )" Opgar) + Oudo + %(%(g‘l)w)@ugaﬂ
= — (97" 03,900 — (0u(9™)*")Dpg0r + %(%(g‘l)aﬁ)@ugaa + O
== (703,900 + (7)) (97 P0,90p0gar — %(9_1)a”(g_1)ﬁpaugapaugaﬂ + 9o
In a completely analogous manner, we also have
- %(9’1)“5 O 9as
=~ (97102, 98 + (9717 (97) P00 90p0agpy — 1(!fl)‘”(971)ﬂpfhficrp@m(m + 0o Ap-

2
Using the previous calculations, we have thus shown the following result:

Proposition 8.5. Define the reduced Ricci curvature to be

i Lo_ @ L _ ao(, — 1, _ ao(,—
Ric(g)uw == 5(97 ) 0pgu + 567 (97 00008900 + 5 (97 (97") DG pOa g
Y (478,500 gap + Fiu(9,00)
B g g 19opOvdap uv\9,99),

where F is as in (8.1). Then
__ 1 1
Ric(g)w = Ric(g)w + ia'u)\y + 581/)\#.

In other words, if the wave coordinate condition holds, the Einstein vacuum equations become the reduced
Einstein vacuum equations, which is a system of nonlinear wave equations. However, we of course need
to guarantee that the wave coordinate condition holds! The strategy, introduced by Choquet-Bruhat, is
to construct local solutions to the reduced Einstein vacuum equations and show that in fact if the wave
coordinate condition (8.2) holds initially, then it is propagated by the flow. One of the key observations is
that A\, in fact satisfies a wave equation.

Proposition 8.6. Given a Lorentzian metric g such that the reduced Einstein vacuum equations are satisfied,
i.e., Ric(g) = 0. Then \ satisfies a wave equation:

1
597 BN+ P Buds =0,
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where ¢28 are smooth functions of g and its derivatives.
Proof. The proof is based on the following identity:
(8.3) Y (Ric, — %gWR) ~0.
To see that this identity holds, first we use the second Bianchi identity (part 3 in Proposition 8.3) to get
that
V¥ Ryvap = (gil)wvonaB == (gil)wvaRWﬂo - (gil)wvﬁRuwa
=V Ricg, — VgRicy,.

Taking the trace of this identity in «, v, we get (8.3). -

We now use this to derive an equation for A. First, the vanishing of Ric(g) implies that

0 = Ric(g)w + %BM/\V + %5&/\”
and in particular after taking the trace, we have
0=R+ (g7 H"™\,.

Therefore, by (8.3), we have

. 1
0 =V*(Ric(g)uw — igle)
—1\ou 1 1 1 —1\apB
=—(97) 80(—58,)\,, - 581/)‘# =+ ig;w(g ) 8a/\[3)

1 1 1
- (gil)gurgu(_gats/\v - 781//\5 + 796u(971)a58a>\,8)

2 2
—1\oumd 1 1 1 —1\apB
- (g ) Fov(iiau)ﬂ - 566>\/L + 59#5(9 ) 8a)\ﬁ)

1
S5 A + 3P 0a s,

for some c2# which are smooth functions of g and its derivatives.
O

Before we proceed to the main theorem, we first discuss the initial data that have to be posed. Given that
we are to solve the reduced Einstein vacuum equations, which are nonlinear wave equations for the metric
g, we need to prescribe the initial g and d;g. It turns out that we only need to prescribe the metric intrinsic
to the initial hypersurface and the second fundamental form. The second fundamental form is defined as

~ 1 1 1 1
kij = 5 (Lng)ij == 51 0ugij + 5900 + Sgiedin’,
2 2 2 2
where n is the normal to the initial hypersurface such that g(n,n) = —1. The remaining components for g

and O;g can be prescribed as coordinate conditions. More precisely, we choose 9; to be of unit length —1
and orthogonal to the initial hypersurface, i.e. goo [{1=0y= —1, goi [{¢t=0y= 0. Under this choice, the second
fundamental form k;; becomes

- 1
kij = iatgij'

Now, the remaining choices of the initial conditions (i.e., 9;gop and 9:go;) are fixed by the wave coordinate
condition. More precisely,

— a I _ a
0=\ = (97) " Ougoi — 5(971)* Vigas
fixes Oygo; and

— oY L @
0= >\O = (g 1)” 1ndad — 5(9 1) ﬁaoga,ﬁ

fixes atgoo .
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Before we proceed, we make a final observation. We compute (Ric — %gR)oo and Ricg; on the initial
hypersurface and note that there are no terms of the form 9?g! To see that, notice that
. 1, 1, _
R’LCQO = 5(9 1)008152900 - 5(9 1)aﬁ8t29a5 Tt
On the other hand,
(9~ ") Ricas = —(97 )" (970 gap + (97" (97 1) "0 goo + -
Hence (Ric — % gR)oo does not depend on the second time derivatives of g. Similarly for Ricg;.

In other words, if (Ric— % gR)oo and Ricy; are to vanish, they must be conditions that have to be imposed
initially. They are called the constraint equations and can be given geometrically as equations on the initial
hypersurface:

Vik'; = ViK', =0,
R(§) + (k') — k'K, = 0.
Combining the above results, we have thus proved the local existence theorem of Choquet-Bruhat:

Theorem 8.7. Given initial data (g5, kij) on R™ satisfying the constraint equations and such that Zij |Gij —
3ijl < i, there exists a metric g in I x R™ which solves the Finstein vacuum equations such that the induced
metric and the induced second fundamental form on {0} x R™ coincide with §;; and Eij respectively.

Proof. Given initial data above, we solve the reduced Einstein vacuum equations, which are a system of
nonlinear wave equations. By the local existence theory, there exists a local solution to the reduced Einstein
vacuum equations.

To show that this solution is indeed a solution to the Einstein vacuum equations, we need to show that
Ao = 0. In view of the fact that \, satisfies a wave equation, it suffices to show that (As,0:\s) [{t=03= (0,0)
forc =0,1,2,3.

Of course, we have already set A, (¢t = 0) = 0. To show that 9;\,(t = 0) = 0, we apply Proposition 8.5.
The vanishing of ﬁz/c(g) uv gives

1 1
0= Ric(g),ﬂ, + EaﬂAV + 561/)\;1,7

which also implies
R=—(g"")" 0\

Since the initial data (g, k) satisfy the constraints Ric(g)io l{t=0y= 0 and (Ric(g)oo — 3 Rgoo) [ {t=0}= 0, we
have

1 1

5&5)\2’ [{t=0}= —531')\0 [{t=0y=10
and 1

(OrAo + 5(971)#1/‘%)‘1/) [{t=01= 0.

The latter condition can be rewritte to give

1 1, v
§3t>\0 [{t=0}= —5(9 N9 0;Mj 1{i=0y= 0.
This concludes the proof. O

Remark 8.8. In the proof, we needed the assumption that Z” |Gi; — 0:5] < i. This can be removed by
localize in neighbourhoods where the metric g;; is close to come constant coefficient metric. We then change
coordinates so that this is close to d;; and apply the theorem above. We then use finite speed of propagation

for the equation.

Remark 8.9. In the proof of Theorem 6.1, we required that the coefficients satisfy >_ (g~ —mHv| <

% everywhere while our assumptions in Theorem 8.7 only guarantee that this holds on the initial slice.
Nevertheless, one can show that by choosing T sufficiently small in the proof of Theorem 6.1, we can in fact

guarantee that >_ [(g71)" —mM| < L everywhere in I x R™.

Remark 8.10. Of course, more generally, the initial data are not required to be posed on a n-dimensional
manifold that has the topology of R™. Indeed, initial data can be posed on any Riemannian manifold.
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Remark 8.11. One may worry whether there are any non-trivial solutions to the constraint equations. Solving
the constraint equations turn out to be a subject in its own. It suffices to say for the purpose of this course
that there are many solutions to the constraint equations.

Remark 8.12. Finally, let us mention that geometric uniqueness also holds in the sense that given two
solutions (Myj,g1) and (Mas, g2), there exists open subsets U; C M; containing ¥ such that (U, g1) and
(Ua, g2) are isometric.

9. DECAY OF SOLUTIONS USING ENERGY METHODS

After a discussion of local theory for general nonlinear wave equations, we return to the linear wave
equation on Minkowski spacetime:

O = 0.

Recall that we have proved (twice) that the solutions to this equation disperse (in dimensions n > 2),
but we are yet to give a proof using energy methods. This is the goal of this section, which follows some
breakthrough ideas of Klainerman. Of course, we mention that one of the important reasons that we prove
dispersion using the energy method is that it is more robust and can be applied to nonlinear problems.

We begin with the following simple lemma:

Lemma 9.1. If ¢ = 0, then
O('¢) =0,
where T is one of the vector fields T € {8y, 0;, Qij := x;0; — x;0;, S =t + > 2,0, Qoi 1= t0; + x;0; }.
Proof. This is an easy calculation. In particular for I € {0;, 0;, x;0; — x;0;,t0; + ;04 },
O(T'¢) = I'(0e)
and for S =td; + Y., ;0;, we have
0(S¢) = S(O4) + 206.
]

Definition 9.2. We call the set of admissible vector fields in Lemma 9.1 the commuting vector fields.
Obviously, we can then apply the result of the conservation of energy for each of these I'¢:

Corollary 9.3. Given smooth and compactly supported initial data (¢o, ¢1) to the linear wave equation, we
have

sup Y [|O0G ] p2en)(t) = Y [1O76] p2mn)(0).

t€10,%0) o <k la|<k

The key idea of Klainerman is that one can prove a weighted Sobolev embedding type result which takes
advantage of the weights in the vector fields above that have good commutation properties with [J. More
precisely, he proved the following global Sobolev inequality:

Theorem 9.4 (Klainerman Sobolev inequality). There ezists C = C(n) > 0 such that the following holds
for all functions ¢:

sup(1+t+7) 7 (L + [t = r))2|gl(ta) <O Y IT°0] aany (1),
’ jal< 252

Before we proceed to the proof, let us begin with some consequences of the theorem. The first easy
corollary is the decay of the derivatives of ¢:

Corollary 9.5. Given data (¢g, d1) € C° x C2°, we have the following decay estimates
C
sup ) [0°91(t2) < = > 100" Bl aqers (0)
2

o1
lal=1 (1+¢) al<ng2
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Of course this is the sharp decay rate for the derivatives that we obtained before using the explicit formula
for the solutions. Notice that this method also has the additional advantage that it is now easy to see what
norms of the initial data is the decay rate dependent on.

Recall that if |z| < (1 —€)t or || > (1 + €)t for some € > 0, we in fact have better decay (Corollary 2.5).
Here, do not obtain a decay rate that is as good as that in Corollary 2.5, but we nonetheless see that there
is an improvement:

Corollary 9.6. Given data (¢o, 1) € CX x C, there exists C = C(n,€) > 0 such that the following decay
estimate holds in Sy := {x : x| < (1 —e)t or |z| > (1 4 €)t}:

sup > [0°¢|(t,z) < > (lor* @] L2 (e (0).

1+1)2
€5 a1 W0 e

Of course the natural question is what we can say about ¢ itself using this method. Notice that if the
initial data are compactly supported, we can use finite speed of propagation and integrate in the u =t — r
direction to get the the following result:

Corollary 9.7. Suppose the initial data (¢g, d1) are compactly supported in B(0,R). Then, there erists
C = C(n, R) such that

sup(L+¢+7)T (L4 [t =r))72gl <C D 000l aan) (0).
’ o <22
Note that this decay rate is worse that the sharp rate for compactly supported data. In 3+ 1 dimensions,
one can in fact get the sharp decay rate |¢| < l%t by not only introducing the commuting vector fields I'’s
but also introducing a different energy. See example sheet.

Moreover, we see that in fact some derivatives of ¢ decay better than the others! This fact is not so easy
to see even with the formulas for explicit solutions. However, it is an easy consequence of the methods above.
Before we state the result, let us begin by introducing some notations: Let v =t 4 r and v =t — r, where
r = |z|. Notice that we have

(0:0)° + Y _(0:0)° = (8:0)° + (0:9) + |V oI* = 2(0u0)* +2(0u0)° + |V I*.

i=1
Here, |Y¢| is the angular part of the derivatives, whose norm is defined by
3

1 ; :
VoI =5 D (506 - “Laio)”

i,j=1
We finally define the “good derivatives” 0 to be either the 9, derivative or the angular derivatives, i.e.
001 := 2(0,9)* + |V ¢|*.

Corollary 9.8. Suppose the initial data (¢g, 1) are compactly supported in B(0,R). Then, there erists
C =C(n,R) such that

(Lt+r) T (L4 ft—r) 20| <C > 00| 22 (0).

lo| <23
Proof. 1t suffices to establish the bound
s C2ja=1 119
9.1 dp| < —=le=1 7
(9.1) 1091 < 1+t+r

so that we can apply Corollary 9.7. Clearly, we only need to consider the case ¢ +r > 1 for in the case
t +r <1, the right hand side controls all derivatives. To conclude, we note that
_ S+ 0 1

i=1 r Qij = E(xiQOj — (EjQOi).

Do 2(t+ 1) ’

Also, by definition,
C n
Vol < — > [90],

ij=1
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which implies also that
n

Vol < % Z Q06|

i=1
by the above identity. The result follows. O

Remark 9.9. In the physical 3 + 1 dimensions, note the following important consequence of Corollary 9.8:
sup,, |0¢|(t, x) is in general not integrable in time, while sup,, |0¢|(¢, x) is!

We now turn to the proof of Theorem 9.4. We begin with two lemmas. First, we have
Lemma 9.10. There exists C = C(n, k) > 0 such that
(0% C [e3
Z |0 ¢|§m Z g
la|=k la|<k

Proof. This follows from apply iteratively the identities
—l‘jQij + tQo; — x;S

9, =

t2 _ ’1”2

and £S — 2,0
— ;8o;
0= S

The second lemma is a scale-invariant version of the Sobolev embedding theorem:

Lemma 9.11. There exists C = C(n, k) such that the following holds for all functions ¢:

2k—n - n
(9.2) Il < ClllL3em) ( 32 1076l Loqany) 3.

|a|=k

Proof. We begin with the following
ol < Cllollgr@ny < Cl@l 2@y + Z 0P|l L2(rm))
lo|=F
for k € Z, k > 5. Introduce now a scaling parameter A and rescale ¢ by
Px(x) = o(Ax).

Notice that for every m € Z, we have

> lloallz@ny =A% > llgallza@n-

|a|=m la|=m

Therefore, by the Sobolev embedding theorem above, which holds for all ¢y, we have a family of estimates

¢l < C (A2 1Gllz2@ny + X2 D 0% 2@n)

le| =k

_1 1
Choosing A = (Z‘M:k ||8°‘¢HL2(RTL)> ' (Il¢ll L2(rny) *, we get the desired conclusion.

We are now ready to prove Theorem 9.4:

Proof. (1) We first consider the regions {r < £} and {r > 2¢}. By standard Sobolev embedding theorem,
we can clearly assume that |t + 7| > 1. Now, we can use Lemma 9.10 to exchage 0 with I" while
gaining a weight in [t — 7| ~!. In order to ensure that the weight inside the integral is comparable to
that outside the integral, we now introduce appropriate cutoff functions and use the estimate above.
First, let x(7) be a cutoff function such that

1, ifz<

x(@) = {0, if 2 >

N[NNI
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Using Lemma 9.10, we have

S 0% (8 gy <C 3 £7RHAl( / 0%0[2(x) da) b

jol=F ol <k <%}
<o 3 M IR )
| <k {r<%}
Returning to (9.2), we get the desired result when r < % The case r > 2t can be treated similarly

by introducing an appropriate cutoff and using (9.2).
With the result in part (1), it remains to consider the region {% < r < 2t}. We can assume that
|t —r| > 1. Let us first explain our strategy in a heuristic manner. As we saw above in step (1),
what we basically did was to gain a weight of |t — r|% for the Sobolev embedding in each direction.
To sharpen this when |t —r| is small, note that we can separate the angular directions and the radial
direction and for each of the angular directions, we in fact gain rs. Now, in the region that we are
interested in, i.e., {§ < r < 2t}, ¢ is comparable of 7 and therefore the gain in r is equivalent to ¢.
We now turn to the details. We write = (r,9), where ¥ € S"~!. Denote also by doy the
standard measure on the sphere S*~! of radius 1. Notice that the volume form on R™ can be written
as r"~'drdoy. Introduce a cutoff function x(%) such that

if § <x<2
x(z) = . )
0, ifx<jorx>4.

where x is smooth, compactly supported and 0 < x < 1 everywhere. Obviously it suffices to control
X(%)¢. First, we have the one dimensional inequality

. 4t
(o) < Cmind [ 10,0l 0, [ 10,00, 0)ar')

for any smooth function 1, using the support properties of y. On the other hand, we have the
Sobolev embedding theorem on the sphere, i.e., there exists C = C(n) > 0 such that

6] < C( Z/ 1056[2(9) dog) .

lal<3

First, assume that r < t.

al(t.n) <C 30 ([ P00 0) doy)?

jal<3
<C Z / / |0-(x T,ﬁ)dr')zdaﬁ)%
laj<z 78"t g
<<y Y / (14 1t ') D Q507 0) ' o)
mgwmlg"li
o1 Z Z / IFB (x5} V2, 9) ()L dr! dog)?
LAt ‘t ? lal<g 1B=1 S
¢ X . .
1 Z (/ |F ¢|2(T/719)( ) 1d’f‘ d0'19)2
Tttt i34 VR

where in the last line we have used that for i <r <t, we have Z\a|=1 ITex| < C.
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The case © > t can be treated similarly by integrating from r = 4t instead of r = £

42
ol o) <C Y ([ P00k ) doy)?

la|<3
4t X
<o 3 ([ ([ 00agale mary )}
laj<g 78" T

© 3 (/ D@2 (", 9) ()"~ dr’ dorg )% .

< n—1 1
[t+r| "z |t—r|2 al<z+1 JE

This concludes the proof of the theorem.

10. SMALL DATA GLOBAL REGULARITY OF SOLUTIONS

In the rest of the course, we will be concerned with small data solutions to nonlinear equations. As we
mentioned in Section 7, very little is known about the global behaviour of solutions to supercritical equations
with general data. On the other hand, much more can be said about these equations when restricted to
small initial data.

Roughly speaking, this is because when the initial data are small, then the nonlinear terms are even
smaller and thus the linear terms dominate so that we can control the nonlinear terms. However, recall that
when we estimate the error terms using energy estimates, they have to be integrated in time. In order to
actually control these terms globally in time, we must therefore show that the same time that the solution
decays sufficiently fast and the error terms are integrable. It turns out that the methods introduced in
Section 9 can easily be adapted for nonlinear equations and are very well-suited for the purpose of showing
the decay of the solutions.

We begin with a simple example illustrating the method.

Theorem 10.1. Let k > 6. Consider the wave map equation

4
O¢ = —¢(0r16' 0 — > 00" 0;).

i=1
in R x R* with initial data”

(00, ¢1) [(t=01€ C°(B(0, R)) x C°(B(0, R))
such that
> 1100 ol L2(rey + 10% 61 L2 @ey < €

la|<k

Then for every R > 0, there exists g = €o(R) > 0 sufficiently small such that if € < €g, the unique solution
remains smooth for all time.

Proof. We prove this using the bootstrap method. We will assume that some weighted energy is bounded by
some constant. Then by Klainerman-Sobolev inequality, we can show that the solution decays. Because the
initial data are small, this allows us to prove that the weighted energy is bounded by some better constant.
Thus by continuity, we conclude that the weighted energy cannot grow to infinity in any finite time interval
and hence using the local existence theorem, the solution exists for all time.

We now turn to the details. Assume that

(10.1) sup Z ||8FQ¢HL2(]R4)(15) < 6%

te[0,T7] lal<k

for T' < T. Notice that e sufficiently small, we have ¢ < 1 and hence this holds initially.

"Notice that by compactly supported, we mean that the map coincide with the constant map outside a ball. Moreover, as
always, when we prescribe initial data for the wave map problem, we require |¢o|?> = 1 and (z)tl ¢o = 0.
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By Klainerman-Sobolev inequality (and the fact that k& > 6), we therefore have that for some constant
C >0,

(10.2) ST At ) 20T 6 o oy (1) < O

k
\a|§§

This further implies that we have

(10.3) o I+t (@) 2T oo (1) < Cet.

1<|a|<k+1

This is because we can trivially bound

gl <C+t+al) DY [T

1<]al<E+1 la] <k

We now turn to the energy estimates. For some constant depending on k (but independent of T'), we have

sup Z 10T @] L2 (r1) (1)

t€[0,T]

la| <k
Z 0T @ || L2 (r4)(0) / Z re ( P(0p9' 0rp — Zaz¢taz¢> ([ 2(ra) (t)dt.
|| <k la|<k

Notice that

>

re <¢(8t¢tat¢ -> amtams)) ‘
i=1

la| <k
<C| > loreglorezg| + > [0l [or ¢l [ 9T ¢|
lar[+|az| <k lar [ +]az|+]|as| <k, a1|>1
We estimate the first term. Clearly, either || < £ or |as| < . Without loss of generality, we assume

la1| < £. We can therefore apply (10.2). More precisely,

T
S [ ormsloreeoll e o
ot +laa | <k 70
T

<c / (S 100 @l ) (S 006 pogen) ()t
\a1|<k loa| <k
ar 2 4
ot [ Gl 1T0lr0) |y
(1+1)2

where we have used (10.1) in the last step. The most important point is that —!— is integrable in time
+

and therefore this term can be bounded independent of T! We now look at the cubic term. At least two of
a1, |az| and |as| is < £. There are two distinct cases: |a1], |ao| < £ and |as|, |az| < &. More precisely, we
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have

3 / [T 610722 6] | AT || 2z ()t

|avy [+ | <K

T
SC/O (D T lpe@)( D 10Tl e @a)( D 10T @l L2(ze))(t)dt

1<l |< & laz| <k las|<k

+C/ IT* Gl o) ( D 072G oo (mn))( Y 100l 12y (1) dt

1<|en|<k lop| < & los| <%

<C ( Do Tl Y 1000 @n)( Y [T 6] L2qesy) (t)dt

1<]ar <k laa| <& |as|<k

+C (1+f)( > T Gl o) Y 0Tl Loeqmay) (Y 0T @l 2za)) (£)dt

ot |[<k—1 oz | <% lovs| < &

T (X o<k 10T%¢] 2@y
(1+1)2

Combining the estimates above, we have thus obtained

<Ceés dt < Cet

sup > TGl gy (¢)

te[0,T

|| <k
) 110776 2qany (0) + ¢) < Ce.
| <k
3
Since Ce < &, we have thus improved the constant in (10.1) and concluded the argument. ]

The above theorem is of course for the wave map equations in 4 + 1 dimensions. However, as one can
see from the proof, the method can be quite generally applied in a neighbourhood of the zero solution for
a large class nonlinear wave equation with quadratic nonlinear in the derivatives of ¢. On the other hand,
it is important to note that the proof fails in 3 + 1 dimensions! Indeed, that case requires a more delicate
analysis and will be the subject we turn to in the next section.

11. THE NULL CONDITION

As we have seen in the previous section, in order to prove the small data global regularity result for the

wave map equations in 4 4+ 1 dimensions, we have crucially used the fact that fooo a dt)3 < 00. The same
+t
proof however fails in 3+1 dimensions since in that case, we only have a decay rate of 17 + ; and f > (lcff 7y = oo!

Nevertheless, the same result is in fact also true, but requires a more delicate argument. There are two main
observations, the first is in the following lemma:

Lemma 11.1. The following identity holds

3
0ip0p =Y 0i¢ditp = 20,009 + 20,00t — Vo - Vo),

i=1

where Y ¢ is defined as an n-dimensional vector with components given by
Vip =06 — —0,¢ = Z Jﬂm

The dot product - here is simply the standard dot product in R™. Note that we have

B
Y- Vi = 52 > Qo0

i,j=1
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Proof. Tt is easy to check that

3 1 3
Y0601 = 0,000 + 5 D ujéSdisth

i=1 i,j=1
and
1 1
at(ybat'l/} - ar(barw = 5(6t¢ + 5r¢)(3t1/) - 87“7/}) + E(atd) - 8r¢)(atw + 3r¢)
|
_ In other words, in any quadratic terms, at least one of the derivatives is a O derivative, where as before
0 € {9,,¥}. As we have seen previously (see Corollary 9.8), in fact [9¢| decays better than |d¢|. Most
importantly, the decay is integrable in time! This is good news, but before we declare victory, remember
that we need to put one of the two factors in the quadratic term in L? and the other in L. In particular,

we need to show that not only is |d¢| better in L> norm, it is also better in some L? sense. This is provided
by the following proposition:

Proposition 11.2. Let
O¢ = F.
For every § > 0, there exists C = C(0) > 0 such that

/T/ i dxdt : <O\ (0, P1)ll 5 +/T (kall (t)dt
o Jrs (1+|t, |I||)1+5 x = 0, PL) I 1 (R3) x L2 (R3) . L2(R3) .

Proof. Let w: R — R be a C! function to be determined.

T
/0 /]R3 w(t — |x|)OrpFdadt

T
:/ /w(t—|x\)8tquqbdxdt
0 R3

3

== 1/ w(T — |z) ((3t¢)2 + Z(3i¢)2> dx(T) + 1/ w(—|z|) ((at¢)2 + i(ai¢)2> da(0)
2 Jrs 2 S

i=1 i=1
1 (7 5 2z, 3
w3 [ [ we-eD <<6t¢>2+ ;at¢a¢¢+z<ai¢>2> dod.
0 JR3 i=1 i=1
Observe now that

2

3
(@:0)* +
=1
=(0:9)* + 20,006 + (0,0)* + |V oI* = 4(8,0)* + |V o.

Now, we choose w such that it is bounded and decreasing and satisfying —w’(s) > ¢(1 + |s|)™' = (where ¢
is a constant which can depend on d). This can be achieved for instance by

) {(1+s)6 if s >0,
w(s) = 0 d .

3
S 000 + > (0:0)°
i=1

r

Combining all these imply that

T a2
09|
dzdt
/0 /R3 (L4 [t — [a][)r+o

T
<C (H(d)o’¢1)”§41(R3)><L2(R3) +A (tes[lépT] ||a¢||L2(R3))HF|L2(R3)(t)dt> .

and the conclusion follows from standard energy estimates (see Theorem 4.6). O
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Let’s look at what we have achieved. We now have an L? estimate which is integrated in time but contains
a weight. Notice that the key point is that the weight is in |t — |z|| - indeed, the corresponding estimate with

t + |z| weight for
09|
——————dxdt
/ /Ra T+t [zt

holds trivially since W is integrable in ¢. The point is now that we also have a pointwise decay

|0¢| < ¢ . The above estimate, which degenerates when [¢ — |z|| is large, allows us to
(A+t+|z))(1+]t—]=]]) 2
exploit this extra decay in |t — |z||, which was previously not used in the 4 + 1 dimensional case.

Now we have good estimates in both L> and L? for the good estimate 0. Before we state and prove the
main theorem, the remaining thing to make sure is that after we differentiate the nonlinear term, we still
preserve the structure that at least one of the factors has a good derivative. To this end, it is convenient to
first introduce a larger class of bilinear forms which have the property that at least one of the factors has a
good derivative.

Definition 11.3. Let ¢*” be constants. We say that Q(¢,v) = ¢*’9.¢0s1 satisfies the classical null
condition if
q“P€a€5 = 0, whenever m*?¢,&5 = 0.

When @ satisfies the classical null condition, we also say that @ is a classical null form.
It is easy to classify all classical null forms and show that it has the desired property:

Lemma 11.4. Let Q be a classical null form. Then it is a linear combination of Qo(@,v) = m“ﬁaaqﬁaggb
and Quu (¢, %) = 0,90,% — 0,¢0,). Moreover, we have

Q6 ¥)| < C(199][0Y| + |06]|0]).

Proof. Clearly @Q,, span the space of anti-symmetric bilinear forms (which has dimension 25?:71%'),), all of
which are null forms. It remains to show that all symmetric null forms are multiples of Q)¢. This is obvious
since qaﬁfa&g determines a homogeneous polynomial in £ of degree 2 and has the zero set that coincides
with the polynomial &2 — Sy €2. The final statement can be checked directly for each of Qo and Q... Qo
is checked in Lemma 11.1 and we leave it as an exercise for the readers to show that (), also verifies the

desired property. |

As mentioned above, we then show that the null structure is “preserved” after differentiating by I"

Lemma 11.5. Given a classical null form Q. Then for every commuting vector fieldI' € {0y, 0;, 5,0, S},
we have

T'(Q(6,¥) = QTe,¥) + Q(¢,T¥) + Q(, ),

for some classical null form Q.
Proof. We check this for Qo. We write® I' = I'*9,, to get
I (m°?0,6051)
=(m*0a(L$)05v) + (P 0ag0s(T1)) = (M7 (9al?)05¢051) — (M7 (95T7)0a o))
=(m* 04 (L§)0p) + (m*"0a$Dp(T10)) = m**(0aT7) (056051 + 05 60v)-

Now it is easy to check that for any commuting vector fields I', the last term can be written as a linear
combination of null forms. @, can be checked in a similar manner and we leave it as an exercise. (|

We are now ready to state and prove the main theorem of this section:

Theorem 11.6. Consider the wave map equation

3
06 = —p(0:0' 016 — Y _ 00" 0ib).

i=1

8Not to be confused with our usual notation that « is a multi-index!
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in R x R? with initial data®
(00, 91) Tt=0y € C°(B(0, R)) x C°(B(0, R))

such that
> 1100%Gol L2 ey + 10°dullL2sy < €
la|<5

Then for every R > 0, there exists g = €9(R) > 0 sufficiently small such that if € < €g, the unique solution
remains smooth for all time.

Proof. We will use a bootstrap argument as in the (4 + 1)-dimensional case. Fix 6 € (0,1). The constant C
in the proof of the theorem is allowed to depend on ¢ and R (but is independent of T and €). Assume that

1

(11.1) sup Z |IOT“ || 2 (r3) + Z /T/ [or gl dxdt 2 <ed
' P o Jra (L[t —lz[])!*° -

tel0.T] 14 <5 lal<5

for all T" such that the solution remains regular and we will show that this bound in fact holds with a better
constant. By Theorem 9.4, we have

(11.2) sup > [[(1+£)(1+ [t — [2])2 0T || oo oy < Cee.
t€[0,T] la]<3

Using (9.1) together with (11.2), we get

(11.3) sup Z (1+ t)%”gra(bHLoo(RS) < Cef.
t€(0,T lal<2

(11.2) also implies that'?

(11.4) sup Y 19| oo rey < Ot
te[0,T] lal<3

We now use this pointwise decay bound to control the energy. By Theorem 4.6 and Proposition 11.2, we
have

sup Yy [loT ¢ (t) + /T/ (il dxdt %
e[0T @) o Jrs (L4 [t — [2]])T+0

]
(1L.5) =5

T 3
<C €+/ Z [ore <¢(at¢tat¢_ Zaﬂﬁtaﬂb)) |2 (rs) (t)dt

0 |al<5 i=1
The error term can be bounded as follows:

T 3
/0 > Jlore <¢(3t¢t3t¢ Zai¢tai¢)> | 2(ra) (t)dt
=1

|| <5

< / (32 10020 o) (3 00 6l o o)) (£t

| <5 1Bl<2

T
+ /0< ST G0T 6l 2 sy (£

la|<5,]8]<2

T
+ / (S Il o) (3 10T 6 (3 [T oo ) ()l

1<]a|<5 181<2 lv1<2

9As before, by compactly supported, we mean that the map coincide with the constant map outside a ball. Moreover, as
always, when we prescribe initial data for the wave map problem, we require |¢o|?> = 1 and (i)?”l ¢o = 0.
101y fact we even have decay for this term, but we will not need to use that.
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Notice that in the above, we have used (11.4). We now control each term
« €2dt 3
/ D OT* Gl (D (0T ]| oo oy ) (1)t <o/ - gcei.
0 Ja|<s 18]<2

We now control the second term. Here, we use the estimate in the second term of (11.1), which allows us to
exploit the good derivative in L2.

T
jﬁ (3 [T o) (Dt

|| <5, [B]<2

T
<c Y /( 100 pOT | 2dx) * dt
laj<s, |8]<2”0 R

<« ¥ /T(AS(1+|SW@T|)1+5dx>é(sgp((1+|t—|x|) |6F%|(ta:)))dt

<5, 8]<2 70
/ / |or p|? da;dt)%(z /T su ((1+It7|$\)12ilafﬁ¢l(t I)) Zdt
s (Lt |t — |z[[)i+o 0 mp )

|Bl<2

1
2

\a|<5
€3
1 3
<C x e x (/O de < Ce,
for § € (0,1). Finally, the last term can be controlled by noticing that
> M@l < CU+) Y 006 Lams),
1<]o|<5 || <4
which implies

T
/0 (> IT%Glre@s) (D 10Tl Lo s)) (D 10Tl oe as)) ()t

1<|al<5 1B]<2 lv|<2

T3 aj<a llOT ¢||L2(Ra)d
0 (1+1t)2
Returning to (11.5), we therefore have

T 5(]52 % .
sup Z lore ¢||L2 R3) (t) + (/0 /}RS (1—|—|t|—:m|)1+5dxdt <C(6+e2 +e1).

te[0,T] la|<5

3 9
<Ce2 Ces.

\ /\

As long as € is sufficiently small, this improves the constant in (11.1) and we are done. O

As we saw above, the null structure in the nonlinear terms plays a crucial role in establishing global
regularity for solutions arising from small data. It is clear from the proof above that it works more generally
to semilinear wave equations in (3 4+ 1)-dimensions with quadratic nonlinearity satisfying the classical null
condition.

12. WEAK NULL CONDITION

We consider the system of equations

12.1) {D¢=dew)

Oy = (0:9)*.

This equation does not obey the classical null condition. More precisely, the nonlinearity (9;¢)? is not a
null form. In particular, even if 9;¢ obeys the decay estimates as for the linear wave equation 0v does not
decay like %ﬂ but instead only decays like logl(%t) (Exercise). Nevertheless, when 1 enters in the nonlinear

term, it does so in a null form. The null form provides more decay and therefore global regularity still holds
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for small data. Such nonlinear structure is an example of what is more generally known as the weak null
condition of Lindblad-Rodnianski. We will not discuss systematically the weak null condition, but will just
study the example (12.1) given above. We note that a very similar form of this structure will appear again
when we discuss the stability of Minkowski space.

Theorem 12.1. Consider the equation (12.1). Suppose the initial data obey

(¢07 ¢17,¢)07,¢}1) r{t:O}E (CSO(B(O’ R)))4
such that
Z 100% (o, Yo)ll L2 ®s)x L2®3) + |07 (P1, V1)l L2 3y x L2 (RS) < €

lal<5

Then for every R > 0, there exists e = eo(R) > 0 sufficiently small such that if € < €, the unique solution
remains smooth for all time.

Proof. We begin with the bootstrap assumption

(12.2) sup Y (|00 4| L2 e / / [T dxdt E< i1+ T)T
' vt wo (14t = [a][)+9 - '

t€0.T] 4 <5 |a\<5

This implies decay estimates for ¢ which are slightly worse than the optimal ones. More precisely, by
Theorem 9.4, we have

(12.3) sup > [[(1+ )1+ [t — 2])2 00| oo sy < Cet (1 +1)70.
te[0,T] lal<3

Using (9.1) together with (12.3), we get

(12.4) sup Y (1+8)% A0 oo pey < Cet (1+1)70,
te[0,T] lal<2

The key observation is that when we proved the boundedness of energy for the wave map equation, we did
not need to use the full strength of the decay estimates. Morally, the presence of the null structure allows
use to gain an extra decay rate. We now control

3 / ITQo (4, ) 2
|| <5

as in the proof of Theorem 11.6. We have two terms, the first is when the factor with fewer I'’s comes with
a good derivative, while the second term is such that the factor with more I'’s comes with a good derivative.
The first can be bounded by

62dt 3
/ > 10T | 2gay) (D> 10T oo (ra) ) (2t <C’/ T < Ce?.
0 (1+t)27s
la|<5 181<2
We now control the second term. Let Ty = 0, T; = 2¢~1, for i = 1, ..., |log, T, Tiog,7)41 =T

T
/O< S AT O ] e (1)

| <5, |B]<2

<> > [ H'ﬁrfji'i)wdx)é(sgp(<1+|t—|x>1¥‘5|ar%|<t,w>))dt

i=0 |a|<5, |B|<2

Tit1 a @,/ |2 1 Tiv1 2
Z/ /R 1+|tF_1|ﬁ|)1+6dxdt)2(lﬂ2|<:2 (/T (sgp((1+|t—|x|) 1T (¢, g;))> dt)

[log, T| Tit1 dt [log, T

<Ccet Y (1 +T)%(/ )2 <Cer Y (14T

_1_
P 7, (1+1t)?s —

log, T 3

<C >y
1=0

(N

[
+3

+1i4
+5

< Ce?

SIS
I\)‘H

)
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as long as 0 € (0, %) Using energy estimates for ¢, we can then conclude that

(12.5) sup Y |00 Lags)(t) < Ce
te[0,T lal<5
and also
(12.6) sup Z 1+t+|z))(L+ ]t - |ac||)2 10T @|| 12 (r3) (t) < Ce
\a|<3

via Klainerman-Sobolev inequality. We now use (12.5) and (12.6) for the energy estimates for 1 to get

1

[or e[ ’
sup T Y| 1,2(r3 / / dxdt
Sy 2o 10T+ 3 ( b (L [t 2D

T
<C e+ / S 100l ooy ®) | | 30 10070 e (1) | at

|| <5 |Bl<2

<C +2/Tdt < Celog(2+T)
~ € € o 1—|—t ~ €10g .

This improves over (12.2) and we are done. O

13. ANOTHER DECAY ESTIMATE

By now we know that decay estimates are very important for understanding long time behaviour of
solutions to nonlinear equations. Before we proceed further, we prove an additional decay estimate. This
estimate is most useful when the energy grows but one still wants to obtain sharp pointwise decay estimate.
For a simple application, see Corollary 13.2. This will also play an important role when we discuss the
nonlinear stability of Minkowski space.

Proposition 13.1. Consider the equation
(m*? + H*?)92 30 = F

in (3 + 1)-dimensions, where m is the Minkowski metric and H®? is a symmetric 2-tensor such that

1 , , 14|t — |||
Hlp(py < =, |[H"™|+[H"|+|H" < ———————
where Dy == {L <|z| < 3}. Then, we have the following decay estimates:

11 + )00| Lo (r3) (1)

t
<C sup Y T oo roy (7 )+C/O A+ DF o,y + Y A +7) TGl (p,) | dr.

€08 41<1 o] <2

Proof. Since we allow Z|a\:1 IT®|| o (p,) on the right hand side, we can control d¢ on the left hand side
by (9.1) in the proof of Corollary 9.8. It therefore suffices to control 9,¢. Moreover, it suffices to control
Oy ¢ in the region % <lz| < % We now use the equation to get

[40,0,(r¢) + rH"" 05, 6| < C(r(1 + |H|)|00| + r|H""||00¢| + r|H"*||00¢| + r|F]).
This implies
(40, + H"0,)0,(r)| < C( Y 150+ [H"0,0] +rIF)) < C( 3

la|<2 la|<2

[T 9|
1+t

+ (L +8)[F]).

Given a point such that % < |z < %, we integrate the estimate above along the the integral curves of
40, + H""9,, towards the past until it hits the boundary of the set {£ < |z| < 3f}. This gives the desired
bound.

O
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One immediate consequence of the estimate above is the following corollary:
Corollary 13.2. Let F be a smooth function supported in B(0,t+ 1) for every t > 0 such that
T

> 1+ T)~ 10 / T F || 2 (re) (t)dt + sup(1 + )% log? (2 + )| F(t, z)| < C'.
lal<5 0 be

Suppose ¢ is a solution to O¢p = F with compactly supported initial data, then

(L+D)10¢] Lo ey (t) < C,
for some C > 0 depending on initial data and C'.

Proof. Exercise.
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