Value functions in the Wasserstein spaces: finite time horizons
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1. Introduction

In this paper, we study generalizations of value functions of the form

\[
  u(x, t) = \inf \left\{ g(\gamma(0)) + \int_0^t \left( \frac{1}{p} |\dot{\gamma}(s)|^p - V(\gamma(s)) \right) \, ds : \gamma \in AC_p([0, t]; \mathbb{R}^d), \ \gamma(t) = x \right\}
\]

in the space of probability measures. In formula (1.1), \((x, t) \in \mathbb{R}^d \times [0, \infty), \ p \in (1, \infty), \ g, V \in C(\mathbb{R}^d), \) and \(AC_p([0, t]; \mathbb{R}^d)\) consists of absolutely continuous paths \(\gamma : [0, t] \to \mathbb{R}^d\) such that \(\dot{\gamma} \in L^p([0, t]; \mathbb{R}^d).\) Recall that when \(p = 2, u(x, t)\) is the value of an action integral, evaluated along an optimal path, that arises in classical mechanics; in this case, the function \(V\) has a natural interpretation as potential energy. Consequently, any function \(u\) as defined above will be called a classical value function.

An important fact about classical value functions is that they can be characterized as viscosity solutions of the classical Hamilton–Jacobi equation (HJE)

\[
  \partial_t u + \frac{1}{q} |\nabla u|^q + V(x) = 0, \quad (x, t) \in \mathbb{R}^d \times (0, T),
\]

subject to the initial condition

\[
  u(x, 0) = g(x), \quad x \in \mathbb{R}^d.
\]

Standard references for this topic include [4,6,13]. Here and throughout this paper, \(q \in (1, \infty)\) is the conjugate Hölder exponent to \(p, 1/p + 1/q = 1.\)

Another application of classical value functions is in designing action minimizing trajectories. A necessary condition on any minimizing path \(\gamma\) for \(u(x, t)\) is that it satisfies the Euler–Lagrange equations

\[
  \frac{d}{ds} \left( |\dot{\gamma}(s)|^{p-2} \dot{\gamma}(s) \right) = -\nabla V(\gamma(s)), \quad s \in (0, t).
\]

It turns out that optimality also necessitates

\[
  |\dot{\gamma}(s)|^{p-2} \dot{\gamma}(s) = \nabla u(\gamma(s), s), \quad s \in (0, t)
\]

provided that \(u\) is differentiable at each \((\gamma(s), s)\).

In this work, we will establish analogs of these properties for generalized value functions, which are functionals of the form

\[
  \mathcal{U}(\mu, t) = \inf \left\{ \mathcal{G}(\sigma(0)) + \int_0^t \left( \frac{1}{p} \|\dot{\sigma}(s)\|^p - \mathcal{V}(\sigma(s)) \right) \, ds : \sigma \in AC_p([0, t], \mathcal{M}_p), \ \sigma(t) = \mu \right\}.
\]
Here \( t \geq 0 \) and \( \mathcal{M}_p \) is the \( p \)-Wasserstein space. That is, \( \mathcal{M}_p \) is the space \( \mathcal{P}_p(\mathbb{R}^d) \) of Borel probability measures \( \mu \) on \( \mathbb{R}^d \) with finite \( p \)-th moments

\[
\int_{\mathbb{R}^d} |x|^p d\mu(x) < \infty
\]

endowed with the \( p \)-Wasserstein metric

\[
W_p(\mu, \nu) := \inf \left\{ \left( \int_{\mathbb{R}^d \times \mathbb{R}^d} |x - y|^p d\pi(x, y) \right)^{1/p} : \pi \in \Gamma(\mu, \nu) \right\}.
\]

As usual, \( \Gamma(\mu, \nu) \) is the subcollection of probability measures of \( \mathcal{P}_p(\mathbb{R}^d \times \mathbb{R}^d) \) having first marginal \( \mu \) and second marginal \( \nu \). We refer the reader to the volumes [2,23] for more on the spaces \( \mathcal{M}_p \).

In the expression (1.5), \( \mathcal{G}, \mathcal{V} \in C(\mathcal{M}_p) \), and the space \( AC_p([0, t], \mathcal{M}_p) \) consists of paths \( \sigma : [0, t] \to \mathcal{M}_p \) for which there is \( h \in L^p([0, t]) \) satisfying

\[
W_p(\sigma(s_1), \sigma(s_2)) \leq s_2 - s_1 \int h(u) du
\]

for \( 0 \leq s_1 \leq s_2 \leq t \). The smallest such \( h \) denoted by \( \|\dot{\sigma}\| \) is called the metric derivative of \( \sigma \). Any Borel measurable map \( v : \mathbb{R}^d \times [0, t] \to \mathbb{R}^d \) for which the continuity equation

\[
\partial_s \sigma + \nabla \cdot (\sigma v) = 0, \quad \mathbb{R}^d \times (0, t)
\]

holds in the sense of distributions, and

\[
\int_0^t \int_{\mathbb{R}^d} |v(x, s)|^p d\sigma_s(x) ds < \infty,
\]

is known as a velocity for \( \sigma \). It turns out that there is always one velocity for \( \sigma \) satisfying

\[
\|v(s)\|_{L^p(\sigma_s)} = \|\dot{\sigma}(s)\|
\]

for Lebesgue almost every \( s \in [0, t] \) and we call it a minimal velocity (Theorem 8.3.1 of [2]).

A standing assumption we will make throughout this paper is that the initial condition \( \mathcal{G} \) is Lipschitz continuous

\[
L := \text{Lip}(\mathcal{G}) < \infty.
\]
We will also assume throughout that there are \( \alpha, \beta \in \mathbb{R} \), and \( g \in \mathcal{M}_p \) such that the potential \( \mathcal{V} \) satisfies the inequality

\[
\mathcal{V}(\mu) \leq \alpha W_p(\mu, g)^p + \beta, \quad \mu \in \mathcal{M}_p.
\]  

(1.10)

These are analogous to the assumptions typically made on \( g \) and \( V \) in (1.1) to ensure that a classical value function \( u \) is finite valued. Under these conditions, our main result is as follows.

**Theorem 1.1.** There is a positive number \( T = T(\alpha, p) \) for which:

(i) \( \mathcal{U} \in C(\mathcal{M}_p \times (0, T)) \);

(ii) \( \lim_{t \to 0^+} \mathcal{U}(\mu, t) = \mathcal{G}(\mu) \);

(iii) \( \mathcal{U} \) is a viscosity solution (see definition (5.1)) of the HJE

\[
\partial_t \mathcal{U} + \frac{1}{q} \| \nabla \mu \mathcal{U} \|_{L^q(\mu)}^q + \mathcal{V}(\mu) = 0
\]

(1.11)

on \( \mathcal{M}_p \times (0, T) \).

The motivation for this study originates in a paper of Gangbo, Nyugen, and Tudosrascu [14]. These authors introduced the value function above and defined a very natural notion of viscosity solution that is essentially the one we give in Definition 5.1. Their central result is that if \( \mathcal{V} \) satisfies (1.10), the value function is in general a viscosity subsolution and that if the dimension of the underlying Euclidean space is one, then the value function is indeed a viscosity solution. They also derived the Euler–Poisson equations as a necessary condition for action minimizing trajectories. The paper in question [14] built on their previous work where they also considered questions related to fluid mechanics and action minimizing paths [15]. We improve the results of [14] first by showing that generalized value functions are indeed viscosity solutions. We also show that for certain potentials \( \mathcal{V} \) and initial conditions \( \mathcal{G} \), there is a natural connection between the Euler–Poisson equations and the classical HJE equation. Moreover, in this case there is a simple, near explicit formula for the action. Finally, our results apply for any \( p \in (1, \infty) \) while the work of [14] only considered \( p = 2 \).

There has been a recent plethora of research done on Hamilton–Jacobi equations in the space of measures and more generally in metric spaces; see for example [8–11,13,17]. In particular, the notion of solution given in this paper is one of many possibilities. For instance, the work by Giga–Hamamuki–Nakayasu [18] is based on properties of solutions along curves, while the papers by Ambrosio and Feng [1] and Gangbo and Święch [16] use the local slope of a function on a metric space to define a type of solution. In [1], the authors exploited the special geometry of \( \mathcal{M}_2 \) to show that seemingly different notions of weak solutions coincide which yields a comparison principle among viscosity sub and supersolutions. Comparison also allowed Gangbo and Święch [16,17] to develop
an existence theory via the classical Perron method. Unfortunately, we do not have a convenient way of comparing viscosity sub and supersolutions as defined in Section 5. This is an open problem, and we hope to resolve it in a forthcoming work.

We were also motivated by the potential application of this work in the theory of mean field games [22,21]. According to this theory, a version of the model – or “Master” – equation is for a function $U : (0, T] \times \mathbb{R}^d \times \mathcal{M}_2 \to \mathbb{R}$ satisfying

$$
-\partial_t U + \frac{1}{2} |\nabla_x U|^2 + \int_{\mathbb{R}^d} \nabla_x U \cdot \nabla_\mu U d\mu = \mathcal{F}(x, \mu), \quad (t, x, \mu) \in (0, T) \times \mathbb{R}^d \times \mathcal{M}_2 \quad (1.12)
$$

and the terminal condition

$$
U(T, x, \mu) = \mathcal{G}(x, \mu).
$$

While this equation is not in the exact form of the HJE studied in this paper, our hope is that the methods we developed will shed some light on the difficult equation (1.12).

Another fundamental question that inspired this study was: do minimizing paths exist for $U(\mu, t)$? Using a compactness argument, we establish existence under the additional assumption that $\mathcal{G}$ and $\mathcal{V}$ are continuous with respect to the narrow topology on $\mathcal{P}_\mu(\mathbb{R}^d)$; see proposition Corollary 4.3. We also sought to establish some versions of this existence result even if $\mathcal{G}$ and $\mathcal{V}$ are not necessarily narrowly continuous.

A simple setting for this problem is when

$$
\mathcal{G}(\mu) = \int_{\mathbb{R}^d} g(x) d\mu(x) \quad \text{and} \quad \mathcal{V}(\mu) = \int_{\mathbb{R}^d} V(x) d\mu(x). \quad (1.13)
$$

For instance, recall that if $V(x) = |x|^p$, then $\mathcal{V}$ defined above is continuous on $\mathcal{M}_p$ but it is not narrowly continuous (see Remark 7.1.11 of [2]). Nevertheless, we are able to make an interesting statement in this direction. In particular, we are able to provide a formula (1.14) for the corresponding action $U$ in terms of the classical action $u$.

**Theorem 1.2.** Assume $g$ is Lipschitz continuous on $\mathbb{R}^d$, $\inf V > -\infty$, $V(x) = O(|x|^p)$ as $|x| \to \infty$, and define $\mathcal{G}$ and $\mathcal{V}$ by (1.13). Then there is a $T = T(V, p) > 0$ for which:

(i) the Wasserstein action integral $U$ is given by the formula

$$
U(\mu, t) = \int_{\mathbb{R}^d} u(x, t) d\mu(x), \quad (\mu, t) \in \mathcal{M}_p \times [0, T) \quad (1.14)
$$

where $u$ is the classical action defined in equation (1.1);

(ii) for each $t \in (0, T)$, there is a Borel map $\Psi : \mathbb{R}^d \times [0, t] \to \mathbb{R}^d$ such that for each $x \in \mathbb{R}^d$, $s \mapsto \Psi(x, s)$ is a minimizer for $u(x, t)$ and
\[ \sigma(s) := \Psi(s) \# \mu, \quad s \in [0, t] \]  

(1.15)

is a minimizing path for \( \mathcal{U}(\mu, t) \).

When \( \mathcal{G}, \mathcal{V} \) satisfy (1.13) for \( g, V \in C^1(\mathbb{R}^d) \), we shall also see that any minimizing trajectory \( \sigma \) satisfies the Euler–Poisson equations which consist of the continuity equation (1.6) and the PDE

\[ \partial_s (|v|^{p-2}v) + \nabla \cdot (|v|^{p-2}v \otimes v) = -\sigma \nabla V, \quad (x, s) \in \mathbb{R}^d \times (0, t). \]  

(1.16)

Observe this equation is a type of generalization of the classical Euler–Lagrange equations (1.3). Furthermore, it is not hard to see that if we formally differentiate the classical HJE with respect to the spatial variable, then \( v = |\nabla u|^{p-2} \nabla u \) satisfies (1.16). Fortunately, this heuristic observation can be made precise.

**Proposition 1.3.** Assume the hypotheses of Theorem 1.2 and that the classical value function \( u \) is differentiable along its minimizing trajectories. Then any minimal velocity \( v \) associated with a minimizing path \( \sigma \) for \( \mathcal{U}(\mu, t) \) satisfies

\[ |v(x, s)|^{p-2}v(x, s) = \nabla u(x, s), \quad \sigma(s) \text{ a.e. } x \in \mathbb{R}^d \]  

(1.17)

for Lebesgue almost every \( s \in [0, t] \).

We remark that conditions can be imposed on \( g \) and \( V \) to ensure a classical value function \( u \) is differentiable along its minimizing trajectories. See for instance Sections I.9 and I.10 of [13] or Section 3.3 of [4]. We also find it is interesting to compare the above proposition to the classical condition for optimality (1.4).

The organization of this paper is as follows. In Section 2, we establish various properties of generalized actions including dynamic programming, some simple estimates and continuity assertions. We go on to present some examples of generalized value functions and prove Theorem 1.2 in Section 3; we also give some computations to suggest that a more general theory exists than what is presented in this paper. In Section 4, we investigate properties of minimizing paths and verify a useful compactness theorem. Finally, in Section 5 we verify Theorem 1.1 and justify that \( \mathcal{U} \) is a viscosity solution of the HJE (1.11). The authors especially thank Wilfrid Gangbo and Andrzej Święch for their insightful discussions, and the authors appreciate the hospitality of Georg-August-Universität Göttingen and the Universitat Politècnica de Catalunya, where most of this paper was written.

2. Basic properties

The classical action (1.1) is finite valued on some interval \([0, T]\) provided \( V(x) = O(|x|^p) \), as \(|x| \to \infty \). This follows easily from a version of the Poincaré inequality. We note
that it may be that \( \lim_{t \to T} u(x, t) = -\infty \); for instance, see Examples 3.3 and 3.4 below. Consequently, we expect to require a similar condition on \( \mathcal{V} \) for the generalized action \( \mathcal{U} \) to be finite valued on an interval \([0, T]\); this is precisely why we are assuming (1.10).

In order to verify this claim, establish dynamic programming and verify continuity properties of generalized action, we will need a version of the Poincaré inequality in the space of measures. The proof shall be omitted as it turns out to be straightforward and only a slight variation of Proposition 2 proved in [15].

**Lemma 2.1.** For each \( p \in [1, \infty) \), there is a positive constant \( C_p \) such that

\[
\left( \int_0^T W_p(\sigma(t), \sigma(T))^p dt \right)^{1/p} \leq C_p T \left( \int_0^T \|\dot{\sigma}(t)\|^p dt \right)^{1/p},
\]

(2.1)

for each \( \sigma \in AC_p((0, T), \mathcal{M}_p) \).

**Corollary 2.2.** Suppose \( T \) satisfies

\[
p(2C_p T)^p \alpha < 1
\]

(2.2)

where \( \alpha \) is the constant in (1.10) and \( C_p \) is the constant from the previous lemma. Then for each \( (\mu, t) \in \mathcal{M}_p \times (0, T) \),

\[
\mathcal{U}(\mu, t) > -\infty.
\]

**Proof.** By our assumptions on \( \mathcal{G} \) (1.9) and \( \mathcal{V} \) (1.10),

\[
\mathcal{G}(\sigma(0)) + \int_0^t \left( \frac{1}{p} \|\dot{\sigma}(s)\|^p - \mathcal{V}(\sigma(s)) \right) ds \geq \mathcal{G}(\mu) - L W_p(\sigma(0), \mu)
\]

\[
+ \int_0^t \left( \frac{1}{p} \|\dot{\sigma}(s)\|^p - (\alpha(W_p(\sigma(s), \varrho)^p + \beta) \right) ds
\]

\[
\geq \mathcal{G}(\mu) - L W_p(\sigma(0), \mu) - (\beta + 2^p W_p(\varrho, \mu)^p) t
\]

\[
+ \int_0^t \left( \frac{1}{p} \|\dot{\sigma}(s)\|^p - \alpha 2^p W_p(\sigma(s), \mu)^p \right) ds
\]

for any path \( \sigma \) that is admissible for \( \mathcal{U}(\mu, t) \). The Poincaré inequality (2.1) then implies

\[
\mathcal{G}(\sigma(0)) + \int_0^t \left( \frac{1}{p} \|\dot{\sigma}(s)\|^p - \mathcal{V}(\sigma(s)) \right) ds \geq \mathcal{G}(\mu) - L W_p(\sigma(0), \mu) - (\beta + 2^p \alpha W_p(\varrho, \mu)^p) t
\]
\[ 
+ \left( \frac{1}{p} - (2C_p T)^p \alpha \right) \int_0^t \| \dot{\sigma}(s) \|^p ds \\
\geq \mathcal{G}(\mu) - LW_p(\sigma(0), \mu) - (\beta + 2^p \alpha W_p(q, \mu)^p) t \\
+ \left( \frac{1}{p} - (2C_p T)^p \alpha \right) \frac{W_p(\sigma(0), \mu)^p}{tp-1} \\
\geq \mathcal{G}(\mu) - (\beta + 2^p \alpha W_p(q, \mu)^p) t \\
+ t \inf_{z \geq 0} \left\{ -Lz + \left( \frac{1}{p} - (2C_p T)^p \alpha \right) z^p \right\}. \\
\tag{2.3}
\]

We conclude as this lower bound is independent of \( \sigma \). \( \Box \)

**Remark 2.3.** It is not difficult to see that if \( \mathcal{V} \) satisfies an inequality such as (1.10) for any power less than \( p \), then we can use Hölder’s inequality to make \( \alpha \) as small as desired in (1.10) for an appropriate \( \beta \). In this case, we can choose \( T \) as large as desired and so \( U(\mu, t) > -\infty \) for all \( (\mu, t) \in \mathcal{M}_p \times [0, \infty) \).

The next fundamental property of the value function we present is the *dynamic programming principle*, which is a relationship between the functional \( \mu \mapsto U(\mu, t) \) and its values at previous times \( s \in [0, t] \). We omit the proof here as a standard argument from classical, deterministic control theory applies (Lemma 4.1 of [13]); this was discovered in the paper [14] for \( p = 2 \).

**Proposition 2.4.** Assume \( T \) satisfies (2.2). For \( 0 \leq s \leq t < T \), and \( \mu \in \mathcal{M}_p \)

\[ 
U(\mu, t) = \inf \left\{ U(\sigma(s), s) + \int_s^t \left( \frac{1}{p} \| \dot{\sigma}(r) \|^p - \mathcal{V}(\sigma(r)) \right) dr : \right. \\
\sigma \in AC_p([s, t], \mathcal{M}_p), \ \sigma(t) = \mu \left. \right\}. \\
\tag{2.4}
\]

However, we will provide a careful proof of continuity of the action on \( \mathcal{M}_p \times (0, T) \) below, as there is a slight oversight in the argument given in [14]. Namely, a change of variables in Lemma 3.7 of [14] was performed incorrectly. However, the method presented in that lemma can be adapted without too much difficulty.

**Proposition 2.5.** \( \mathcal{U} \) is jointly continuous on \( \mathcal{M}_p \times (0, T) \).

**Proof.** Let \( (\mu, t) \in \mathcal{M}_p \times (0, T) \) and \( (\mu_n, t_n) \) be a sequence tending to \( (\mu, t) \); without any loss of generality, let us suppose \( t_n > 0 \) for each \( n \). Assume \( \sigma \) is an admissible path for \( U(\mu, t) \) and for each \( n > 1 \), define the path
\[ \sigma_n^\delta(\tau) = \begin{cases} \sigma \left( \frac{t}{(1-\delta)t_n} \tau \right), & 0 \leq \tau \leq (1-\delta)t_n, \\ \sigma_n \left( \frac{\tau-(1-\delta)t_n}{\delta t_n} \right), & (1-\delta)t_n \leq \tau \leq t_n \end{cases} \]

where \( \sigma^n \in AC_p([0,1], \mathcal{M}_p) \) is a geodesic joining \( \mu \) to \( \mu_n \) and \( \delta \in (0,1) \). Clearly, \( \sigma^n \) is admissible for \( U(\mu_n, t_n) \).

Consequently,

\[
U(\mu_n, t_n) \leq \mathcal{G}(\sigma_n^\delta(0)) + \int_0^{t_n} \left( \frac{1}{p} \| \dot{\sigma}_n^\delta(\tau) \|_p^p - V(\sigma_n^\delta(\tau)) \right) d\tau
= \mathcal{G}(\sigma(0)) + \int_0^{(1-\delta)t_n} \frac{1}{p} \| \dot{\sigma}_n^\delta(\tau) \|_p^p - V(\sigma_n^\delta(\tau)) d\tau
+ \int_{(1-\delta)t_n}^{t_n} \frac{1}{p} \| \dot{\sigma}_n^\delta(\tau) \|_p^p - V(\sigma_n^\delta(\tau)) d\tau
= \mathcal{G}(\sigma(0)) + \left( \frac{t}{(1-\delta)t_n} \right)^{p-1} \int_0^t \frac{1}{p} \| \dot{s}(s) \|_p^p ds - \frac{(1-\delta)t_n}{t} \int_0^t V(s(s)) ds
+ \frac{1}{p(\delta t_n)^{p-1}} W_p(\mu, \mu_n)^p - \delta t_n \int_0^1 V(\sigma_n^\delta(s)) ds.
\]

Hence,

\[
\limsup_{n \to \infty} U(\mu_n, t_n) \leq \mathcal{G}(\sigma(0)) + \left( \frac{1}{1-\delta} \right)^{p-1} \int_0^t \frac{1}{p} \| \dot{s}(s) \|_p^p ds - (1-\delta) \int_0^t V(s(s)) ds.
\]

As \( \delta \in (0,1) \) is arbitrary, we can send \( \delta \to 0^+ \) to conclude \( \limsup_{n \to \infty} U(\mu_n, t_n) \leq U(\mu, t) \).

Now choose a sequence of positive numbers \( \epsilon_n \) tending to 0, as \( n \to \infty \). There is \( \sigma_n \) admissible for \( U(\mu_n, t_n) \) such that

\[ U(\mu_n, t_n) > -\epsilon_n + \mathcal{G}(\sigma_n(0)) + \int_0^{t_n} \left( \frac{1}{p} \| \dot{\sigma}_n(\tau) \|_p^p - V(\sigma_n(\tau)) \right) d\tau. \]

For \( \delta \in (0,1) \), define the sequence

\[ \sigma_n^\delta(s) = \begin{cases} \sigma_n \left( \frac{t_n}{(1-\delta)t} \right), & 0 \leq s \leq (1-\delta)t, \\ \sigma_n \left( \frac{s-(1-\delta)t}{\delta t} \right), & (1-\delta)t \leq s \leq t. \end{cases} \]
Here $\sigma^n \in AC_p([0,1],\mathcal{M}_p)$ is a geodesic connecting $\mu_n$ to $\mu$. Observe $\sigma^n_\delta$ is admissible for $\mathcal{U}(\mu,t)$, and so

$$
\mathcal{U}(\mu,t) \leq \mathcal{G}(\sigma^n_\delta(0)) + \int_0^t \left( \frac{1}{p} \|\dot{\sigma}^n_\delta(s)\|^p - \mathcal{V}(\sigma^n_\delta(s)) \right) ds
$$

$$
= \mathcal{G}(\sigma^n(0)) + \left( \frac{t_n}{1 - \delta} \right)^{p-1} \int_0^{t_n} \frac{1}{p} \|\sigma^n(\tau)\|^p d\tau - \frac{(1 - \delta)t_n}{t_n} \int_0^{t_n} \mathcal{V}(\sigma^n(\tau)) d\tau
$$

$$
+ \frac{1}{p(\delta t)^{p-1}} W_p(\mu_n,\mu)^p - \delta t \int_0^1 \mathcal{V}(\sigma^n(s)) ds
$$

$$
< \epsilon_n + \mathcal{U}(\mu_n,t_n) + \frac{1}{p(\delta t)^{p-1}} W_p(\mu_n,\mu)^p - \delta t \int_0^1 \mathcal{V}(\sigma^n(s)) ds
$$

$$
+ \frac{1}{p} \left( \left( \frac{t_n}{1 - \delta} \right)^{p-1} - 1 \right) \int_0^{t_n} \|\dot{\sigma}^n(\tau)\|^p d\tau - \left( \frac{(1 - \delta)t_n}{t_n} - 1 \right) \int_0^{t_n} \mathcal{V}(\sigma^n(\tau)) d\tau.
$$

One checks that since $t_n < T$ for $n$ large, $\int_0^{t_n} \|\sigma^n(\tau)\|^p d\tau$ is bounded independently of $n \in \mathbb{N}$. In particular, the sequence of paths $\{\sigma^n(\tau) \in \mathcal{M}_p : 0 \leq \tau \leq t_n\}$ is uniformly bounded. Hence, we may send $n \to \infty$ and $\delta \to 0^+$ above to conclude

$$
\mathcal{U}(\mu,t) \leq \liminf_{n \to \infty} \mathcal{U}(\mu_n,t_n). \quad \Box
$$

**Proposition 2.6.** Assume $\mathcal{V}$ is uniformly continuous. Then $\mu \mapsto \mathcal{U}(\mu,t)$ is uniformly continuous for each $t \geq 0$.

**Proof.** First, recall that $\mathcal{M}_p$ is a metric length space, and that any two points can be joined by a constant speed geodesic. A direct result of these facts is that $\mathcal{V}$ satisfies (1.10) for $p = 1$ and so $\mu \mapsto \mathcal{U}(\mu,t)$ is continuous on $\mathcal{M}_p$ for each $t \geq 0$. Next, assume $\omega_G$ and $\omega_\mathcal{V}$ are moduli of continuity for $\mathcal{G}$ and $\mathcal{V}$, respectively. Let us also initially suppose $\mu_1, \mu_2 \in \mathcal{M}_p$ are absolutely continuous with respect to Lebesgue measure; it follows that there is a Borel map $\Upsilon : \mathbb{R}^d \to \mathbb{R}^d$ for which $\Upsilon \# \mu^2 \mu^1$, $\Upsilon^{-1} \mu^1 \mu^2$ and

$$
W_p^p(\mu^1,\mu^2) = \int_{\mathbb{R}^d} |x - \Upsilon(x)|^p d\mu^2(x) = \int_{\mathbb{R}^d} \Upsilon^{-1}(y) - y|^p d\mu^1(y).
$$

For a given $\epsilon > 0$, choose an admissible path $\sigma^2$ for $\mathcal{U}(\mu_2,t)$ such that

$$
\mathcal{U}(\mu_2,t) \geq -\epsilon + \mathcal{G}(\sigma^2(0)) + \int_0^t \left( \frac{1}{p} \|\dot{\sigma}^2(\tau)\|^p - \mathcal{V}(\sigma^2(\tau)) \right) d\tau,
$$

and so

$$
\mathcal{U}(\mu,t) \leq \mathcal{U}(\mu,t) + \mathcal{G}(\sigma^2(0)) - \mathcal{V}(\sigma^2(t)) + \int_0^1 \left( \frac{1}{p} \|\dot{\sigma}^2(\tau)\|^p - \mathcal{V}(\sigma^2(\tau)) \right) d\tau
$$

$$
< \epsilon + \mathcal{U}(\mu,t) - \mathcal{V}(\sigma^2(t)) + \int_0^1 \left( \frac{1}{p} \|\dot{\sigma}^2(\tau)\|^p - \mathcal{V}(\sigma^2(\tau)) \right) d\tau.
$$

Since $\mathcal{V}$ is uniformly continuous, we may choose $\delta > 0$ such that $|\mathcal{V}(\sigma^2(t)) - \mathcal{V}(\sigma^2(\tau))| < \epsilon$ whenever $|\tau - t| < \epsilon$; hence

$$
\mathcal{U}(\mu,t) \leq \epsilon + \mathcal{U}(\mu,t) - \epsilon + \int_0^1 \left( \frac{1}{p} \|\dot{\sigma}^2(\tau)\|^p - \mathcal{V}(\sigma^2(\tau)) \right) d\tau.
$$

Therefore, $\mathcal{U}(\mu,t)$ is uniformly continuous on $\mathcal{M}_p$ for each $t \geq 0$. □
and let \( v : \mathbb{R}^d \times [0, t] \to \mathbb{R}^d \) be a velocity field for \( \sigma^2 \) satisfying
\[
\|v(s)\|_{L^p(\sigma^2(s))} = \|\dot{\sigma}^2(s)\|.
\]
According to Theorem 8.2.1 of [2], there is a Borel probability measure \( \eta \) on \( \mathbb{R}^d \times \Gamma_t \) such that
\[
\sigma^2(s) = e(s) \# \eta, \quad s \in [0, t].
\]
Here \( \Gamma_t := C([0, t]; \mathbb{R}^d) \) equipped with the supremum norm, and
\[
e(s) : \mathbb{R}^d \times \Gamma_t \to \mathbb{R}^d, \quad (x, \gamma) \mapsto \gamma(s)
\]
(for \( s \in [0, t] \)). Moreover, \( \eta \) is concentrated on pairs \( (x, \gamma) \) for which \( \gamma \) is a solution of the ODE
\[
\dot{\gamma}(s) = v(\gamma(s), s), \quad \text{a.e. } s \in (0, t)
\]
satisfying \( \gamma(t) = x \).

Define a map \( \tilde{S} : \mathbb{R}^d \times \Gamma_t \to \mathbb{R}^d \times \Gamma_t \) by
\[
\tilde{S} : (x, \gamma) \to (\Upsilon(x), \gamma + \Upsilon(x) - x),
\]
a Borel probability measure \( \tilde{\eta} \) on \( \mathbb{R}^d \times \Gamma_t \)
\[
\tilde{\eta} := \tilde{S}_\# \eta,
\]
and a path
\[
\sigma^1(s) = (e(s)) \# \tilde{\eta}, \quad s \in [0, t].
\]
Note \( \sigma^1(0) = \mu^1 \) and
\[
W^p_p(\sigma^1(s_1), \sigma^1(s_2)) \leq \int_{\mathbb{R}^d \times \Gamma_t} |\gamma(s_1) - \gamma(s_2)|^p d\tilde{\eta}(x, \gamma)
\]
\[
= \int_{\mathbb{R}^d \times \Gamma_t} |(\gamma(s_1) + \Upsilon(x) - x) - (\gamma(s_2) + \Upsilon(x) - x)|^p d\eta(x, \gamma)
\]
\[
\leq \int_{\mathbb{R}^d \times \Gamma_t} \left( \int_{s_1}^{s_2} |\dot{\gamma}(s)| ds \right)^p d\eta(x, \gamma)
\]
\[
\leq (s_2 - s_1)^{\frac{p}{2}} \int_{\mathbb{R}^d \times \Gamma_t} \int_{s_1}^{s_2} |\dot{\gamma}(s)|^p ds d\eta(x, \gamma)
\]
\[ = (s_2 - s_1)^\frac{p}{q} \int_{s_1}^{s_2} \|v(\gamma(s), s)\|^p_{L^p(\sigma^2(s))} \, ds. \]

Thus, \( \sigma^1 \) is an admissible path for \( U(\mu^1, t) \). Also notice

\[ \frac{W^p_p(\sigma^1(s_1), \sigma^1(s_2))}{|s_2 - s_1|^p} \leq \frac{\int_{s_1}^{s_2} \|v(s)\|^p_{L^p(\sigma^2(s))} \, ds}{|s_2 - s_1|}. \]

As a result

\[ \|\dot{\sigma}^1(s)\| \leq \|\dot{\sigma}^2(s)\| \]

for Lebesgue almost every \( s \in [0, t] \).

Next

\[ W^p_p(\sigma^1(s), \sigma^2(s)) = W^p_p((e(s))_{\#} \hat{\eta}, (e(s))_{\#} \eta) \]
\[ = W^p_p((e(s))_{\#}(\tilde{S}_{\#} \eta), (e(s))_{\#} \eta) \]
\[ \leq \int_{\mathbb{R}^d \times \Gamma_t} \|\gamma(s) + \Upsilon(x) - x\|^p_{L^p(\sigma^2(s))} \, d\eta(x, \gamma) \]
\[ = \int_{\mathbb{R}^d} \|\Upsilon(x) - x\|^p_{L^2(\mu^2)} \, d\mu^2(x) \]
\[ = W^p_p(\mu^1, \mu^2). \]

As a result,

\[ U(\mu^1, t) - U(\mu^2, t) \leq \epsilon + G(\sigma^1(0)) - G(\sigma^2(0)) \]
\[ + \int_0^t \left( \frac{1}{p} \|\dot{\sigma}^1(\tau)\|^p - \frac{1}{p} \|\dot{\sigma}^2(\tau)\|^p \right) \, d\tau - \int_0^t (\mathcal{V}(\sigma^1(\tau)) - \mathcal{V}(\sigma^2(\tau))) \, d\tau \]
\[ \leq \omega_\bar{G}(W_p(\sigma^1(0), \sigma^2(0))) + \int_0^t \omega_\mathcal{V}(W_p(\sigma^1(\tau), \sigma^2(\tau))) \, d\tau + \epsilon \]
\[ \leq \omega_\bar{G}(W_p(\mu^1, \mu^2)) + t \omega_\mathcal{V}(W_p(\mu^1, \mu^2)) + \epsilon \]
\[ = (\omega_\bar{G} + t \omega_\mathcal{V})(W_p(\mu^1, \mu^2)) + \epsilon. \]
Exchanging $\mu^1$ and $\mu^2$ and repeating the argument above gives

$$|U(\mu^1, t) - U(\mu^2, t)| \leq (\omega_G + t\omega_V) (W_p(\mu^1, \mu^2)) + \epsilon. \tag{2.7}$$

The general assertion, when $\mu^1, \mu^2 \in \mathcal{M}_p$ are not necessarily absolutely continuous, follows from the density of absolutely continuous measures in $\mathcal{M}_p$ (Lemma 7.1.10 in [2]) and the continuity of $U$. \hfill \Box

**Corollary 2.7.** If $\mathcal{V}$ is Lipschitz continuous and bounded, then $U$ is jointly Lipschitz continuous on $\mathcal{M}_p \times [0, T]$ for each $T > 0$.

**Proof.** Fix $T > 0$ and define $L_1 := \text{Lip}(\mathcal{G}) + T \text{Lip}(\mathcal{V})$. Inequality (2.7) above states

$$|U(\mu^1, t) - U(\mu^2, t)| \leq L_1 W_p(\mu^1, \mu^2)$$

for $\mu^1, \mu^2 \in \mathcal{M}_p$ and $t \in [0, T]$. Using the dynamic programming identity (2.4), we find

$$U(\mu, t) = \inf \left\{ U(\sigma(s), s) + \int_s^t \left( \frac{1}{p} \| \dot{\sigma}(r) \|^p - \mathcal{V}(\sigma(r)) \right) dr : \sigma \in AC_p([s, t], \mathcal{M}_p), \sigma(t) = \mu \right\}$$

$$\geq U(\mu, s) + \inf \left\{ -L_1 W_2(\sigma(s), \mu) + \int_s^t \left( \frac{1}{p} \| \dot{\sigma}(r) \|^p - \sup \mathcal{V} \right) dr : \sigma(t) = \mu \right\}$$

$$\geq U(\mu, s) - (\sup \mathcal{V})(t - s) + \inf \left\{ -L_1 W_p(\sigma(s), \mu) + W_p(\sigma(s), \mu)^p \frac{1}{p(t - s)^{p-1}} : \sigma(t) = \mu \right\}$$

$$\geq U(\mu, s) - (\sup \mathcal{V})(t - s) + \inf_{z \geq 0} \left\{ -L_1 z + \frac{z^p}{p} \right\} (t - s)$$

$$\geq U(\mu, s) - \left[ \sup \mathcal{V} - \inf_{z \geq 0} \left\{ -L_1 z + \frac{z^p}{p} \right\} \right] (t - s).$$

Dynamic programming also implies, by choosing $\sigma(r) = \mu$, $s \leq r \leq t$,

$$U(\mu, t) \leq U(\mu, s) - (t - s)\mathcal{V}(\mu) \leq U(\mu, s) + (-\inf \mathcal{V})(t - s).$$

Therefore,

$$|U(\mu, t) - U(\mu, s)| \leq \max \left\{ \left[ \sup \mathcal{V} - \inf_{z \geq 0} \left\{ -L_1 z + \frac{z^p}{p} \right\} \right], -\inf \mathcal{V} \right\} (t - s). \hfill \Box$$
3. Examples

In this section, we present some important examples and prove Theorem 1.2 along the way. In our estimate, these are the simplest examples of generalized action functions that can be represented by formulae alternative to (1.5). The first example is a generalization of the classical Hopf–Lax type formula which have also been studied in various metric spaces. The other types of examples involve what we believe is a new formula that is clearly specific to spaces of measures. This formula will prove to be useful as it will help us to verify the existence of minimizing paths for the corresponding action, when it is unclear if any sort of direct methods apply.

Example 3.1. When $V \equiv 0$, $U$ defined in (1.5) is also given by

$$U(\mu, t) = \inf_{\tau \in M_p} \left\{ G(\tau) + \frac{W_p(\mu, \tau)^p}{pt^{p-1}} \right\}, \quad (\mu, t) \in M_p \times (0, \infty).$$

This identity is well known and this type of Hopf–Lax formula holds in vast generality [1, 7, 19, 23]. Moreover, the modified value function

$$U(\mu, t) = \inf \left\{ G(\sigma(0)) + \int_0^t \ell(\|\dot{\sigma}(s)\|)ds : \sigma \in AC_p([0, t], M_p), \sigma(t) = \mu \right\} \quad (3.1)$$

also can be expressed as

$$U(\mu, t) = \inf_{\tau \in M_p} \left\{ G(\tau) + t\ell\left(\frac{W_p(\mu, \tau)}{t}\right) \right\}, \quad (\mu, t) \in M_p \times (0, \infty) \quad (3.2)$$

provided $\ell : [0, \infty) \to [0, \infty)$ is increasing and convex. This is a simple consequence of Jensen’s inequality and the fact that $M_p$ is a length space.

A novelty of this work is that our methods can be used to establish, under mild assumptions, that $U$ (3.2) is a very natural type of solution of the PDE

$$U_t + \ell^* \left(\|\nabla\mu U\|_{L^q(\mu)}\right) = 0. \quad (3.3)$$

Here $\ell^*$ is the Legendre transform of $\ell$; see Proposition 5.3. Along with the main result of this paper, we view this assertion as positive evidence that there is a theory of deterministic control to be developed in the Wasserstein spaces.

We now consider the case when $G$ and $V$ satisfy (1.13). We shall further assume for the remainder of this section that $g$ is Lipschitz and $V$ satisfies

$$|V(x)| \leq a|x|^p + b, \quad x \in \mathbb{R}^d \quad (3.4)$$
for some \( a, b \in \mathbb{R} \). It is easy to verify that \( \mathcal{G} \) satisfies (1.9) with \( L \leq \text{Lip}(g) \) and \( \mathcal{V} \) satisfies (1.10) for any \( \alpha > a \) and appropriate \( \beta \) dependent on \( a \) and \( b \). Thus, the results of the previous section hold with \( T \) chosen to satisfy (2.2) with \( \alpha = a \). We can also argue as we did in the previous section to conclude the classical action \( u \) is continuous on \( \mathbb{R}^d \times (0, T) \) for the same choice of \( T \).

As previously remarked, it is now well known that \( u \) is a viscosity solution of the HJE (1.2) on \( \mathbb{R}^d \times (0, T) \). Another fact that we shall make use of is that for each \( (x, t) \in \mathbb{R}^d \times (0, T) \), \( u(x, t) \) has a minimizing path. This property of \( u \) follows from our assumptions on \( g \) and \( V \) and well known compactness results [12,13]. We now aim to verify Theorem 1.2 which states the formula for the generalized value function turns out to be particularly simple if we assume (1.13). In order to verify this result, we shall need a rather crucial lemma.

**Lemma 3.2.** Fix \( t \in (0, T) \), and for \( x \in \mathbb{R}^d \) define the set valued map

\[
F(x) := \left\{ \gamma \in AC_p ([0, t]; \mathbb{R}^d) : \right. \\
u(x, t) = g(\gamma(0)) + \int_0^t \left( \frac{1}{p} |\dot{\gamma}(s)|^p - V(\gamma(s)) \right) ds, \, \gamma(t) = x \right\}.
\]

There is a Borel measurable mapping \( \Phi : \mathbb{R}^d \to AC_p ([0, t]; \mathbb{R}^d) \) such that \( \Phi(x) \in F(x) \) for all \( x \in \mathbb{R}^d \).

**Proof.** Consider the Banach space \( AC_p([0, t], \mathbb{R}^d) \subset C([0, t]; \mathbb{R}^d) \) with the norm

\[
\| \gamma \|_p = \max_{0 \leq s \leq t} |\gamma(s)| + \left( \int_0^t |\dot{\gamma}(s)|^p ds \right)^{1/p}.
\]

We employ Theorem 8.3.1 of [3], which establishes that if \( F \) has closed, nonempty images, \( F \) has a Borel measurable selection provided the function

\[
x \mapsto \text{dist}(\eta, F(x))
\]

is Borel measurable for each \( \eta \in AC_p([0, t], \mathbb{R}^d) \). We show this function is in fact lower-semicontinuous.

Let \( x \in \mathbb{R}^d \) and \( \{ x_n \}_{n \in \mathbb{N}} \) tend to \( x \) as \( n \to \infty \). Furthermore, choose a subsequence \( \{ x_{n_j} \}_{j \in \mathbb{N}} \) so that

\[
\lim_{n \to \infty} \text{dist}(\eta, F(x_n)) = \lim_{j \to \infty} \text{dist}(\eta, F(x_{n_j})).
\]
Let $\gamma_j \in F(x_{n_j})$ be such that $\text{dist}(\eta, F(x_{n_j})) = \|\eta - \gamma_j\|$; that such a $\gamma_j$ exists follows from a routine compactness argument (similar to the one given in this proof below). Also recall that

$$u(x_{n_j}, t) = g(\gamma_j(0)) + \int_0^t \left( \frac{1}{p} |\dot{\gamma}_j(s)|^p - V(\gamma_j(s)) \right) ds.$$  

In view of our assumptions on $g$ and $V$, and as $u(x_{n_j}, t) \leq g(x_{n_j}) - tV(x_{n_j})$ is bounded from above, standard manipulations imply

$$\sup_{j \in \mathbb{N}} \int_0^t |\dot{\gamma}_j(s)|^p ds < \infty.$$  

It follows that $\gamma_j$ is equicontinuous and uniformly bounded since

$$|\gamma_j(s)| \leq |\gamma_j(s) - \gamma_j(t)| + |\gamma_j(t)| \leq \left( \int_s^t |\dot{\gamma}(\tau)|^p d\tau \right)^{1/p} |t - s|^{1-1/p} + |x_j|$$  

$$\leq C|t - s|^{1-1/p} + |x_j|$$

for all $j \in \mathbb{N}$ and $s \in [0, t]$. Consequently, there is a subsequence $\{\gamma_{j_k}\}$ that converges uniformly to some $\gamma \in AC_p([0, t])$ and $\dot{\gamma}_{j_k}$ converges to $\dot{\gamma}$ weakly in $L^p([0, t])$, as $k \to \infty$. Moreover, it is immediate from this convergence that $\gamma \in F(x)$.

Finally, notice that

$$\text{dist}(\eta, F(x)) \leq \|\eta - \gamma\|$$  

$$= \max_{0 \leq s \leq t} |\eta(s) - \gamma(s)| + \left( \int_0^t |\dot{\eta}(s) - \dot{\gamma}(s)|^p ds \right)^{1/p}$$  

$$\leq \liminf_k \left( \max_{0 \leq s \leq t} |\eta(s) - \gamma_{j_k}(s)| + \left( \int_0^t |\dot{\eta}(s) - \dot{\gamma}_{j_k}(s)|^p ds \right)^{1/p} \right)$$  

$$= \liminf_k \text{dist}(\eta, F(x_{n_{j_k}}))$$  

$$= \lim_j \text{dist}(\eta, F(x_{n_j}))$$  

$$= \lim_n \text{dist}(\eta, F(x_n)).$$

Recall that if $\Phi(x) = \gamma$ at time $t > 0$, and $u$ is differentiable at each $(\gamma(s), s)$, then $\gamma$ satisfies (1.4)
\[ |\dot{\gamma}(s)|^{p-2}\dot{\gamma}(s) = \nabla u(\gamma(s), s), \quad s \in (0, t). \]

Again we denote \( \Gamma_t = C([0, t]; \mathbb{R}^d) \) (equipped with the supremum norm) and notice the family of evaluation maps \( e(s) \) defined in (2.5) are continuous. As a result, the family of composition mappings of \( \mathbb{R}^d \)

\[ \Psi(s) := e(s) \circ (\text{id}_{\mathbb{R}^d}, \Phi) \quad (3.5) \]

are also Borel measurable. We interpret this family of maps \( \{\Psi(s)\}_{s \in [0, t]} \) as a flow of minimizing trajectories since for each \( x \in \mathbb{R}^d \), \( s \mapsto \Psi(x, s) \) is a solution of the above ODE. We now use this flow map to furnish a proof of Theorem 1.2.

**Proof of Theorem 1.2.** (i) Let \( \sigma \) be an admissible path for \( \mathcal{U}(\mu, t) \) and \( v : \mathbb{R}^d \times [0, t] \to \mathbb{R}^d \) a velocity field for \( \sigma \) satisfying (1.8). By Theorem 8.2.1 of [2], there is a measure \( \eta \) on \( \mathbb{R}^d \times \Gamma_t \) such that \( \sigma(s) = e(s) \# \eta \). Moreover, \( \eta \) is concentrated on pairs \((x, \gamma)\) for which \( \gamma \) is a solution of the ODE (2.6) satisfying \( \gamma(t) = x \). By Tonelli’s theorem,

\[
\int_{\mathbb{R}^d \times \Gamma_t} \left\{ \int_0^t |\dot{\gamma}(s)|^p \, ds \right\} \, d\eta(x, \gamma) = \int_0^t \left\{ \int_{\mathbb{R}^d \times \Gamma_t} |\dot{\gamma}(s)|^p \, d\eta(x, \gamma) \right\} \, ds
= \int_0^t \left\{ \int_{\mathbb{R}^d \times \Gamma_t} |v(\gamma(s), s)|^p \, d\eta(x, \gamma) \right\} \, ds
= \int_0^t \left\{ \int_{\mathbb{R}^d} |v(x, s)|^p \, d\sigma_s(x) \right\} \, ds
= \int_0^t \|\dot{\sigma}(s)\|^p \, ds < \infty.
\]

Consequently, \( \eta \) is actually concentrated on a subset of \( AC_p([0, t], \mathbb{R}^d) \subset \Gamma_t \).

Observe

\[
\mathcal{G}(\sigma(0)) + \int_0^t \left( \frac{1}{p} \|\dot{\sigma}(s)\|^p - V(\sigma(s)) \right) \, ds = \int_{\mathbb{R}^d} g(x) \, d\sigma_0(x) + \int_0^t \int_{\mathbb{R}^d} \left( \frac{1}{p} |v(x, s)|^p - V(x) \right) \, d\sigma_s(x) \, ds
= \int_{\mathbb{R}^d \times \Gamma_t} g(\gamma(0)) \, d\eta(x, \gamma)
\]
The interchange of order of integration follows from the assumption (3.4) and a routine application of Fubini’s theorem. Thus, \( \mathcal{U}(\mu, t) \geq \int_{\mathbb{R}^d} u(x, t) d\mu(x) \).

We now pursue the opposite inequality. We appeal to the lemma above to obtain the family of Borel measurable mappings \( \{\Psi(s)\}_{s \in [0, t]} \) (3.5) and also define the family of Borel probability measures

\[
\sigma(s) := \Psi(s) \# \mu, \quad s \in [0, t].
\]

Since \( s \mapsto \Psi(x, s) \) is a minimizer for \( u(x, t) \), the assumption (3.4) implies

\[
\int \int_{0}^{t} |\partial_x \Psi(x, s)|^p ds d\mu(x) < \infty
\]

for each \( \mu \in \mathcal{M}_p \); a proof of this bound follows closely with the proof of Corollary 2.2. For \( 0 \leq s_1 < s_2 < t \),

\[
W_p(\sigma(s_1), \sigma(s_2))^p \leq \int_{\mathbb{R}^d} |\Psi(s_1, x) - \Psi(s_2, x)|^p d\mu(x) \\
\leq (s_2 - s_1)^{p-1} \int \int_{s_1}^{s_2} |\partial_x \Psi(\tau, x)|^p d\tau d\mu(x)
\]

which leads to
\[
\left( \frac{W_p(\sigma(s_2), \sigma(s_1))}{s_2 - s_1} \right)^p \leq \frac{1}{s_2 - s_1} \int_{s_1}^{s_2} \left( \int_{\mathbb{R}^d} |\partial_s \Psi(\tau, x)|^p d\mu(x) \right) d\tau.
\]

It now follows that
\[
\|\dot{\sigma}(s)\|^p \leq \int_{\mathbb{R}^d} |\partial_s \Psi(x, s)|^p d\mu(x)
\]
for Lebesgue a.e. \( s \in [0, t] \). As a result
\[
U(\mu, t) \leq G(\sigma(0)) + \int_0^t \left( \frac{1}{p} \|\dot{\sigma}(s)\|^p - V(\sigma(s)) \right) ds
\]
\[
= \int_{\mathbb{R}^d} g(\Psi(x, 0)) d\mu(x) + \int_0^t \left( \frac{1}{p} \|\dot{\sigma}(s)\|^p - \int_{\mathbb{R}^d} V(\Psi(x, s)) d\mu(x) \right) ds
\]
\[
\leq \int_{\mathbb{R}^d} \left\{ g(\Psi(x, 0)) + \int_0^t \left( \frac{1}{p} |\partial_s \Psi(x, s)|^p - V(\Psi(x, s)) \right) ds \right\} d\mu(x)
\]
\[
= \int_{\mathbb{R}^d} u(x, t) d\mu(x).
\]

(ii) From the above calculations, it is clear that for each \((\mu, t) \in \mathcal{M}_p \times (0, T)\), the path \( s \mapsto \Psi(s, \mu) \) is optimal for \( U(\mu, t) \). \qed

**Example 3.3.** For \( p = 2, g \equiv 0 \) and \( V(x) = \frac{1}{2}|x|^2 \), the classical action is given by \( u(x, t) = -\tan(t)|x|^2/2 \) for \( t \in (0, \pi/2) \), and so
\[
U(\mu, t) = -\tan(t) \int_{\mathbb{R}^d} \frac{|x|^2}{2} d\mu(x).
\]

In this case, the flow map is also explicit
\[
\Psi(x, s) = \frac{\cos(s)}{\cos(t)} x, \quad (x, s) \in \mathbb{R}^d \times [0, t].
\]

**Example 3.4.** Continuing from our example above, we now assume \( p \in (1, \infty), g \equiv 0 \) and \( V(x) = \frac{1}{p}|x|^p \). A good exercise is to show that the classical value function is given by
\[
u(x, t) = a(t) \frac{|x|^p}{p}, \quad \mathbb{R}^d \times (0, T_p).
\]

Here \( a \in C^\infty(0, T_p) \cap C[0, T_p] \) is a negative solution of the initial value problem
\[
\begin{cases}
\dot{a}(t) + (p-1)|a(t)|^q + 1 = 0, & 0 < t < T_p, \\
a(0) = 0
\end{cases}
\]

with

\[T_p := \frac{\pi/q}{(p-1)^{1/q} \sin(\pi/q)}.\]

We remark that it also follows from the construction of this solution that \(\lim_{t \uparrow T_p} a(t) = -\infty\) and the flow map is given by

\[\Psi(x, s) = \exp \left( \int_s^t |a(\tau)|^{\frac{1}{p-1}} d\tau \right) x, \quad (x, s) \in \mathbb{R}^d \times [0, t].\]

Theorem 1.2 then states the associated generalized value function \(U(\mu, t)\) is obtained from integrating \(x \mapsto u(x, t)\) against \(\mu\).

4. Minimizing trajectories

We now consider the question of whether or not minimizing paths exist for generalized value functions. In this section, we will show that if \(G\) and \(V\) are continuous with respect to the narrow topology, then direct methods can be employed to verify the existence of minimizing paths. We shall also provide a statement asserting precisely how the gradient of solutions of (1.2) solve the Euler–Poisson equations when \(G\) and \(V\) satisfy (1.13).

We begin our study with a compactness result. Recall that narrow convergence of Borel probability measures on \(\mathbb{R}^d\) is completely metrizable (see Chapter 6 of [5]). As a particular metric on this space, we take the Lévy–Prokhorov metric

\[d(\mu, \nu) := \inf \{\epsilon > 0 : \mu(A) \leq \nu(A^c) + \epsilon, \ \nu(A) \leq \mu(A^c) + \epsilon, \ \text{for all Borel} \ A \subset \mathbb{R}^d\}.\]

Here \(X_\epsilon := \bigcup_{z \in X} B_\epsilon(z)\). The reason for this choice is due to the following inequality

\[d^2 \leq W_1 \quad (4.1)\]

(Corollary 2.18 of [20]).

Proposition 4.1. Let \(p \in (1, \infty), \ \mu \in \mathcal{M}_p\), and a sequence \(\{\sigma^k\}_{k \in \mathbb{N}} \subset AC_p([0, t], \mathcal{M}_p)\), such that

\[\sigma^k(t) = \mu, \quad k \in \mathbb{N}\]

and
Then there is a subsequence \( \sigma^{k_j} \) and \( \eta \in AC_p([0,t], M_p) \) such that \( \eta = \lim_{j \to \infty} \sigma^{k_j} \) in 
\[ C([0,t], (\mathcal{P}_p(\mathbb{R}^d), d)). \]

Moreover
\[ \int_0^t \| \dot{\eta}(s) \|^p ds \leq \lim \inf_{j \to \infty} \int_0^t \| \sigma^{k_j}(s) \|^p ds. \]

**Remark 4.2.** Similar results have been established. For instance, see Proposition 3.5 and Theorem 5.2 in a recent preprint of Gangbo and Święch [16] and Proposition 4 in [15]. The novelty of the above proposition is that it asserts the **uniform** convergence of an appropriate subsequence in the narrow topology.

**Proof of Proposition 4.1.** We employ the Arzelà–Ascoli diagonalization argument with some modifications. Let \( \{ s_n \}_{n \in \mathbb{N}} \subset [0,t] \) be dense. Observe that
\[
W_p(\sigma^k(s_1), \mu) = W_p(\sigma^k(s_1), \sigma(t)) \leq \int_{s_1}^t \| \sigma^k(s) \| ds \leq C.
\]

As \( |x| \leq |x - y| + |y| \),
\[
\int_{\mathbb{R}^d} |x| d\sigma^k_{s_1}(x) \leq W_p(\sigma^k(s_1), \mu) + \int_{\mathbb{R}^d} |y| d\mu(y) \leq C + \int_{\mathbb{R}^d} |y| d\mu(y),
\]
\( \{ \sigma^k(s_1) \}_{k \in \mathbb{N}} \) is tight, and by Prokhorov’s theorem, has a narrowly convergent subsequence which we will denote
\[
\{ \sigma^k_{s_1} \}_{k \in \mathbb{N}}.
\]

Continuing inductively, we obtain narrowly convergent sequences \( \{ \sigma^k_{n}(s_n) \}_{k \in \mathbb{N}} \) where
\[
\{ \sigma^k_{n+1} \}_{k \in \mathbb{N}} \subset \{ \sigma^k_{n} \}_{k \in \mathbb{N}} \subset \{ \sigma^k \}_{k \in \mathbb{N}}
\]
for each \( n \in \mathbb{N} \). Defining \( \eta^k := \sigma^k_k \) for \( k \in \mathbb{N} \), we have that by construction that \( \eta^k(s_n) \) is narrowly convergent for all \( n \in \mathbb{N} \).

Employing the inequality (4.1) and the bounds (4.2), one checks that \( \{ \eta_k \}_{k \in \mathbb{N}} \subset C([0,t], (\mathcal{P}_p(\mathbb{R}^d), d)) \) is equicontinuous. Now, fix \( \epsilon > 0 \) and choose \( \rho(\epsilon) \) so that for all \( k \in \mathbb{N} \)
\[ d(\eta^k(\tau_1), \eta^k(\tau_2)) < \epsilon \]

for \(|\tau_1 - \tau_2| < \rho(\epsilon)\), \(\tau_1, \tau_2 \in [0, t]\). Also select \(\{t_1, t_2, \ldots, t_N\} \subset \{s_n\}\) such that any \(s \in [0, t]\), there is \(j \in \{1, 2, \ldots, N\}\) such that \(|s - t_j| < \rho(\epsilon)\). Note that for any \(s \in [0, t]\),

\[ d(\eta^k(s), \eta^k(s)) \leq d(\eta^k(s), \eta^k(t_j)) + d(\eta^k(t_j), \eta^k(t_j)) + d(\eta^k(t_j), \eta^k(s)) < 3\epsilon \]

by choosing \(k\) large enough. As the metric space \((\mathcal{P}_p(\mathbb{R}^d), d)\) is complete, so is \(C([0, t], (\mathcal{P}_p(\mathbb{R}^d), d))\). It follows that \(\{\eta^k\}_{k \in \mathbb{N}}\) is uniformly convergent to some \(\eta \in C([0, t], (\mathcal{P}_p(\mathbb{R}^d), d))\).

By (4.2), the sequence of functions \(s \mapsto \|\eta^k(s)\|\) is bounded in \(L^p(0, t)\) and so has a subsequence (which we will not relabel) that converges weakly to some \(g \in L^p(0, t)\). By narrow convergence,

\[ W_p(\eta(s), \eta(s')) \leq \liminf_{k \to \infty} W_p(\eta^k(s), \eta^k(s')) \leq \liminf_{k \to \infty} \int_{s'}^{s} \|\eta^k(\tau)\| d\tau = \int_{s'}^{s} g(\tau) d\tau \]

for \(0 \leq s \leq s' \leq t\) (Lemma 7.1.4 of [2]). Hence, \(\eta \in AC_p([0, t], \mathcal{M}_p)\) and \(\|\dot{\eta}\| \leq g\). By weak convergence in \(L^p(0, t)\),

\[ \int_0^t \|\dot{\eta}(s)\|^p ds \leq \int_0^t g(s)^p ds \leq \liminf_{k \to \infty} \int_0^t \|\eta^k(s)\|^p ds. \]

Corollary 4.3. Suppose \(G\) and \(V\) are narrowly continuous and that \(T\) satisfies (2.2). Then \(U(\mu, t)\) has a minimizing path for each \((\mu, t) \in \mathcal{M}_p \times [0, T)\).

Proof. Let \(\sigma_k \in AC_p([0, t], \mathcal{M}_p)\) be a minimizing sequence for \(U(\mu, t)\). Without loss of generality, suppose there is a sequence of positive numbers \(\epsilon_k\) tending to 0 such that

\[ U(\mu, t) > -\epsilon_k + G(\sigma_k(0)) + \int_0^t \left( \frac{1}{p} \|\dot{\sigma}(s)\|^p - V(\sigma_k(s)) \right) ds. \] (4.3)

The simple bound \(U(\mu, t) \leq G(\mu) - tV(\mu)\) and the above inequality (4.3), manipulated as in (2.3), imply there is a universal constant \(C\) such that

\[ \int_0^t \|\dot{\sigma}(s)\|^p \leq C, \quad k \in \mathbb{N}. \]

As \(\sigma^k(t) = \mu\), the sequence satisfies the hypotheses of the previous lemma and so this sequence converges (up to a subsequence) uniformly in the narrow topology to a \(\sigma \in AC_p([0, t], \mathcal{M}_p)\). Moreover,
\[
\int_0^t \|\dot{\sigma}(s)\|^p ds \leq \lim_{k \to \infty} \int_0^t \|\dot{\sigma}^k(s)\|^p ds.
\]

With our narrow continuity assumptions on \( G \) and \( V \), we are now able to pass to the limit as \( k \to \infty \) in (4.3) and conclude

\[
\mathcal{U}(\mu, t) \geq \mathcal{G}(\sigma(0)) + \int_0^t \left( \frac{1}{p} \|\dot{\sigma}(s)\|^p - V(\sigma(s)) \right) ds. \quad \square
\]

Let us now assume that \( \mathcal{G} \) and \( V \) satisfy (1.13) with \( g, V \in C^1(\mathbb{R}^d) \). As noted, any minimizing path for \( u(x, t) \) satisfies the Euler–Lagrange equations (1.3). More generally, one derives

\[
\begin{cases}
\frac{d}{ds} \left( |\dot{\gamma}(s)|^{p-2} \dot{\gamma}(s) \right) = -\nabla V(\gamma(s)), & 0 < s < t, \\
\gamma(t) = x, \\
\dot{\gamma}(0) = \nabla g(\gamma(0)).
\end{cases}
\]

For minimizing paths \( \sigma \) of the generalized value \( \mathcal{U}(\mu, t) \) (with potential \( V \) and initial condition \( \mathcal{G} \)), the analogous necessary condition is that \( \sigma \) and any corresponding velocity satisfy the Euler–Poisson system with appropriate boundary conditions. This is described below in the following proposition. We will not provide a proof as a very similar argument is provided in the proof of Theorem 3.9 of [14].

**Proposition 4.4.** Assume (1.13), \((\mu, t) \in \mathcal{M}_\rho \times [0, \infty)\) and that \( \sigma \) is a minimizing path for \( \mathcal{U}(\mu, t) \). For the minimal velocity \( v \) for \( \sigma \),

\[
\begin{cases}
\partial_s \sigma + \nabla \cdot (\sigma v) = 0, \\
\partial_s (|v|^{p-2} v) + \nabla \cdot (|v|^{p-2} v \otimes v) = -\sigma \nabla V, \
\end{cases} \quad (x, s) \in \mathbb{R}^d \times (0, t)
\]

in the sense of distributions and

\[
|v(x, 0)|^{p-2} v(x, 0) = \nabla g(x), \quad \sigma(0) \text{ a.e. } x \in \mathbb{R}^d.
\]

We will, however, give a proof of Proposition 1.3 which establishes a clear link between the classical HJE (1.2) and the Euler–Poisson system described in Proposition 4.4 above.

**Proof of Proposition 1.3.** Assume \( \sigma \in AC^p([0, t]; \mathcal{M}_\rho) \) is an optimal path for \( \mathcal{U}(\mu, t) \). Let \( \eta \) be a Borel probability measure on \( \mathbb{R}^d \times \Gamma_t \) such that \( \sigma(s) = e_s \# \eta \) and \( \eta \) is concentrated on pairs \((x, \gamma)\) for which \( \gamma \) is a solution of the ODE (2.6) satisfying \( \gamma(t) = x \).

Since \( \sigma \) is optimal for \( \mathcal{U}(\mu, t) \), we may repeat the argument given in the proof of Theorem 1.2 and obtain an equality in (3.6). It follows that for \( \eta \) almost every \((x, \gamma) \in \mathbb{R}^d \times \Gamma_t \), \( \gamma \) is optimal for \( u(x, t) \).
$$u(x,t) = g(\gamma(0)) + \int_0^t \left( \frac{1}{p}|\dot{\gamma}(s)|^p - V(\gamma(s)) \right) ds.$$  

By assumption, $u$ is differentiable at $(\gamma(s), s)$ and so $\gamma$ satisfies the optimality equation (1.4). In particular

$$|v(\gamma(s), s)|^{p-2}v(\gamma(s), s) = \nabla u(\gamma(s), s), \text{ a.e. } s \in (0, t).$$

Thus

$$|v(e_s(x, \gamma)), s)|^{p-2}v(e_s(x, \gamma), s) = \nabla u(e_s(x, \gamma), s), \text{ a.e. } s \in (0, t)$$

for $\eta$ almost every $(x, \gamma) \in \mathbb{R}^d \times \Gamma_t$, which completes the proof. \(\square\)

5. Hamilton–Jacobi equations

Our objective in this section is to prove Theorem 1.1. Therefore, it is appropriate that we start with a definition of viscosity solution of HJE in the Wasserstein spaces. Our proof and definition will involve the tangent space

$$\text{Tan}_\mu \mathcal{M}_p := \left\{ |\nabla \psi|^{q-2} \nabla \psi : \psi \in C^\infty_c(\mathbb{R}^d) \right\}^{L^p(\mu)}$$

and the cotangent space

$$\text{CoTan}_\mu \mathcal{M}_p := \left\{ \nabla \psi : \psi \in C^\infty_c(\mathbb{R}^d) \right\}^{L^q(\mu)}$$

of $\mathcal{M}_p$ at a measure $\mu$.

These spaces are natural to consider as an absolutely continuous path $\sigma \in AC_p([0, t], \mathcal{M}_p)$ always possesses a velocity field $v$ satisfying $v(s) \in \text{Tan}_{\sigma(s)} \mathcal{M}_p$ for Lebesgue almost every $s \in [0, t]$. And, of course, elements of Tan and CoTan can be paired in a natural way. Nevertheless, we emphasize that Tan and CoTan are definitions and that we are not asserting the existence of any type of differentiable structure on $\mathcal{M}_p$. The interested reader can consult Section 8.4 of [2] for more on tangent and cotangent spaces of the Wasserstein spaces.

**Definition 5.1.** (i) $\mathcal{U} \subset USC(\mathcal{M}_p \times (0, T))$ is a viscosity subsolution of (1.11) if for each $(\mu_0, t_0) \in \mathcal{M}_p \times (0, T)$, $a \in \mathbb{R}$ and $\xi \in \text{CoTan}_\mu \mathcal{M}_p$ such that

$$\mathcal{U}(\mu, t) \leq \mathcal{U}(\mu_0, t_0) + \inf_{\pi \in \Gamma_0(\mu_0, \mu)} \int_{\mathbb{R}^d \times \mathbb{R}^d} \xi(x) \cdot (y - x) d\pi(x, y) + a(t - t_0)$$

$$+ o(|t - t_0|) + o(W_p(\mu, \mu_0)),$$

(5.1)
the following inequality holds
\[ a + \frac{1}{q} \|\xi\|_{L^q(\mu)}^q + \mathcal{V}(\mu_0) \leq 0. \] (5.2)

Here \( \Gamma_0(\mu_0, \mu) \subset \Gamma(\mu_0, \mu) \) is the collection of optimal measures for \( W_p(\mu_0, \mu) \).

(ii) \( \mathcal{U} \in \text{LSC}(\mathcal{M}_p \times (0, T)) \) is a viscosity supersolution of (1.11) if for each \((\mu_0, t_0) \in \mathcal{M}_p \times (0, T), a \in \mathbb{R} \) and \( \xi \in \text{CoTan}_\mu \mathcal{M}_p \) such that
\[ U(\mu, t) \geq U(\mu_0, t_0) + \sup_{\pi \in \Gamma_0(\mu_0, \mu)} \iint_{\mathbb{R}^d \times \mathbb{R}^d} \xi(x) \cdot (y - x) d\pi(x, y) + a(t - t_0) \]
\[ + o(|t - t_0|) + o(W_p(\mu, \mu_0)), \] (5.3)
the following inequality holds
\[ a + \frac{1}{q} \|\xi\|_{L^q(\mu)}^q + \mathcal{V}(\mu_0) \geq 0. \] (5.4)

(iii) \( \mathcal{U} \in C(\mathcal{M}_p \times (0, T)) \) is a viscosity solution of (1.11) if it is both a sub and supersolution.

Proof of Theorem 1.1. 1. We first verify that \( \mathcal{U} \) is a subsolution of equation (1.11). Assume (5.1) holds for some \((\mu_0, t_0) \in \mathcal{M}_p \times (0, T), a \in \mathbb{R} \) and \( \xi \in \text{CoTan}_\mu \mathcal{M}_p \). Set
\[ v := \lambda (r - \text{id}_{\mathbb{R}^d}) \]
for \( \lambda > 0 \) and a Borel mapping \( r : \mathbb{R}^d \rightarrow \mathbb{R}^d \) such that \( (\text{id}_{\mathbb{R}^d} \times r) \# \mu_0 \in \Gamma_0(\mu_0, r \# \mu_0) \).

Theorem 8.5.1 of [2] asserts that the collection of such \( v \) is \( L^p(\mu_0) \) dense in \( \text{Tan}_{\mu_0} \mathcal{M}_p \).

Next, define
\[ \sigma(s) := (\text{id}_{\mathbb{R}^d} + (t_0 - s)v) \# \mu_0, \quad s \in \mathbb{R}, \]
and observe
\[ \text{id}_{\mathbb{R}^d} + (t_0 - s)v = (1 - \lambda(t_0 - s))\text{id}_{\mathbb{R}^d} + \lambda(t_0 - s)r \]
is a convex combination provided \( t_0 - 1/\lambda < s < t_0 \). It follows that the restriction of \( \sigma \)
to the interval \([t_0 - 1/\lambda, t_0] \) is a constant speed geodesic joining \( \sigma(t_0 - 1/\lambda) = r \# \mu_0 \) to
\( \sigma(t_0) = \mu_0 \) (Theorem 7.2.2, [2]). In particular,
\[ \pi(s) := (\text{id}_{\mathbb{R}^d} \times (\text{id}_{\mathbb{R}^d} + (t_0 - s)v)) \# \mu_0 \in \Gamma_0(\mu_0, \sigma(s)) \]
for \( s \in [t_0 - 1/\lambda, t_0] \).
Fix \( h \in (0, \max\{t_0, 1/\lambda\}) \) and note that dynamic programming (2.4) combined with (5.1) implies

\[
\mathcal{U}(\mu_0, t_0) \leq \mathcal{U}(\sigma(t_0 - h), t_0) + \int_{t_0 - h}^{t_0} \left( \frac{1}{p} \| \tilde{\sigma}(s) \|^p - \mathcal{V}(\sigma(s)) \right) ds
\]

\[
= \mathcal{U}((\text{id}_{\mathbb{R}^d} + hv)_\# \mu_0, t_0 - h) + h \frac{\|v\|^p_{L^p(\mu_0)}}{p} - \int_{t_0 - h}^{t_0} \mathcal{V}(\sigma(s)) ds
\]

\[
\leq \mathcal{U}(\mu_0, t_0) + \int_{\mathbb{R}^d \times \mathbb{R}^d} \xi(x) \cdot (y - x) d\pi_{t_0 - h}(x, y) - ah + h \frac{\|v\|^p_{L^p(\mu_0)}}{p}
\]

\[
- \int_{t_0 - h}^{t_0} \mathcal{V}(\sigma(s)) ds + o(h)
\]

\[
= \mathcal{U}(\mu_0, t_0) + h \int_{\mathbb{R}^d} \xi(x) \cdot v(x) d\mu_0(x) - ah + h \frac{\|v\|^p_{L^p(\mu_0)}}{p}
\]

\[
- \int_{t_0 - h}^{t_0} \mathcal{V}(\sigma(s)) ds + o(h)
\]

as \( h \to 0^+ \). Consequently, if we cancel \( \mathcal{U}(\mu_0, t_0) \), divide by \( h \), and then send \( h \) to 0,

\[
a - \int_{\mathbb{R}^d} \xi(x) \cdot v(x) d\mu_0(x) - \frac{1}{p} \int_{\mathbb{R}^d} |v(x)|^p d\mu_0(x) + \mathcal{V}(\mu_0) \leq 0.
\]

(5.5)

As previously remarked, Theorem 8.5.1 of [2] implies the above inequality holds for an \( L^p(\mu_0) \) dense set of \( v \in \text{Tan}_{\mu_0} \mathcal{M}_p \); consequently, it must also hold for all \( v \in \text{Tan}_{\mu_0} \mathcal{M}_p \). Taking the supremum all \( v \in \text{Tan}_{\mu_0} \mathcal{M}_p \) in (5.5) verifies (5.2) as desired.

2. We now show that \( \mathcal{U} \) is a supersolution of equation (1.11). Assume (5.3) holds for some \( (\mu_0, t_0) \in \mathcal{M}_p \times (0, T), a \in \mathbb{R} \) and \( \xi \in \text{CoTan}_{\mu} \mathcal{M}_p \), and also fix \( \delta \in (0, 1) \). For each \( h \in (0, t_0) \), there is \( \sigma = \sigma^h \) admissible for \( \mathcal{U}(\mu_0, t_0) \) such that

\[
\mathcal{U}(\mu_0, t_0) > -\delta h + \mathcal{G}(\sigma(0)) + \int_0^{t_0} \left( \frac{1}{p} \| \tilde{\sigma}(s) \|^p - \mathcal{V}(\sigma(s)) \right) ds.
\]

(5.6)

Moreover,

\[
\mathcal{U}(\mu_0, t_0) > -\delta h + \mathcal{U}(\sigma(t_0 - h), t_0 - h) + \int_{t_0 - h}^{t_0} \left( \frac{1}{p} \| \tilde{\sigma}(s) \|^p - \mathcal{V}(\sigma(s)) \right) ds
\]

(5.7)

also holds for \( h \in (0, t_0) \).
Recall the inequality $\mathcal{U}(\mu_0, t_0) \leq G(\mu_0) - t_0 \mathcal{V}(\mu_0)$, which follows from choosing the constant path equal to $\mu_0$ in the definition of $\mathcal{U}$. Combining this upper bound with (5.6) and (2.3), implies

$$\int_0^{t_0} \|\dot{\sigma}(s)\|^p ds \leq C$$

independently $h \in (0, t_0)$. In particular, we have the estimate

$$W_p(\sigma(t_0 - h), \mu_0) \leq \int_{t_0 - h}^{t_0} \|\dot{\sigma}(s)\| ds \leq Ch^{1-1/p} \quad (5.8)$$

for some universal constant $C$.

By inequality (5.7) and our assumption (5.3),

$$\mathcal{U}(\mu_0, t_0) > -\delta h + \mathcal{U}(\mu_0, t_0) - ah + \iint_{\mathbb{R}^d \times \mathbb{R}^d} \xi(x) \cdot (y-x) d\pi_h(x,y)$$

$$+ \int_{t_0-h}^{t_0} \left( \frac{1}{p} \|\dot{\sigma}(s)\|^p - \mathcal{V}(\sigma(s)) \right) ds + o(h) + o(W_p(\sigma(t_0 - h), \mu_0)) \quad (5.9)$$

for any $\pi_h \in \Gamma_0(\mu_0, \sigma(t_0 - h))$. In particular, we may cancel the $\mathcal{U}(\mu_0, t_0)$ terms, divide by $h$ and employ (5.8) to arrive at

$$0 > -\delta - a + \frac{1}{h} \iint_{\mathbb{R}^d \times \mathbb{R}^d} \xi(x) \cdot (y-x) d\pi_h(x,y)$$

$$+ \frac{1}{h} \int_{t_0-h}^{t_0} \left( \frac{1}{p} \|\dot{\sigma}(s)\|^p - \mathcal{V}(\sigma(s)) \right) ds + o(1) + o(1) \frac{W_p(\sigma(t_0 - h), \mu_0)}{h} \quad (5.10)$$

as $h \to 0^+$. Applying the Poincaré inequality (2.1), we find for any $\epsilon > 0$

$$\int_{t_0-h}^{t_0} \mathcal{V}(\sigma(s)) ds \leq \int_{t_0-h}^{t_0} \{\alpha W_p(\sigma(s), \varrho)^p + \beta\} ds$$

$$\leq \int_{t_0-h}^{t_0} \alpha 2^p W_p(\sigma(s), \mu_0)^p ds + (\beta + \alpha 2^p W_p(\mu_0, \varrho)^p) h$$
\[ \leq \alpha 2^p (C_p h)^p \int_{t_0-h}^{t_0} \|\dot{\sigma}(s)\|^p ds + (\beta + \alpha 2^p W_p(\mu_0, \varrho)^p) h \]
\[ \leq \epsilon \int_{t_0-h}^{t_0} \|\dot{\sigma}(s)\|^p ds + Ch \]

for \( h \) small enough.

Young’s inequality also gives

\[ \iint_{\mathbb{R}^d \times \mathbb{R}^d} \xi(x) \cdot (y - x) d\pi_h(x, y) \geq -\frac{2h}{q} \|\xi\|_{L^q(\mu_0)}^q - \frac{W_p(\sigma(t_0-h), \mu_0)^p}{p2^{p-1}h^{p-1}}. \]

Combining these observations with (5.10) yields

\[ 0 > -\delta - a - \frac{2}{q} \|\xi\|_{L^q(\mu_0)}^q + o(1) \left( 1 + \frac{W_p(\sigma(t_0-h), \mu_0)}{h} \right) \]
\[ + \left( \frac{1}{p} - \epsilon - \frac{1}{2^{p-1}p} \right) \left( \frac{W_p(\sigma(t_0-h), \mu_0)}{h} \right)^p - C. \]

It is now immediate that for \( \epsilon > 0 \) chosen small enough (which can be achieved by choosing \( h \) small enough),

\[ W_p(\sigma(t_0-h), \mu_0) \leq Ch \] (5.11)

for all sufficiently small \( h \). And in particular, \( o(W_p(\sigma(t_0-h), \mu_0)) = o(h) \); note the improvement over (5.8) and the control we now have over the term \( o(1) W_p(\sigma(t_0-h), \mu_0) \) in (5.10).

3. With our new estimate, inequality (5.9) becomes

\[ \mathcal{U}(\mu_0, t_0) > -\delta h + \mathcal{U}(\mu_0, t_0) - ah + \int_{t_0-h}^{t_0} \xi(x) \cdot (y - x) d\gamma_h(x, y) \]
\[ + \int_{t_0-h}^{t_0} \left( \frac{1}{p} \|\dot{\sigma}(s)\|^p - \mathcal{V}(\sigma(s)) \right) ds + o(h) \]
\[ > -\delta h + \mathcal{U}(\mu_0, t_0) - ah - \frac{h}{q} \|\xi\|_{L^q(\mu_0)}^q - \frac{W_p(\sigma(t_0-h), \mu_0)^p}{ph^{p-1}} \]
\[ + \int_{t_0-h}^{t_0} \left( \frac{1}{p} \|\dot{\sigma}(s)\|^p - \mathcal{V}(\sigma(s)) \right) ds + o(h) \]
\[ \geq -\delta h + \mathcal{U}(\mu_0, t_0) - ah - \frac{h}{q} \|\xi\|_{L^q(\mu_0)}^q - \int_{t_0-h}^{t_0} \mathcal{V}(\sigma(s)) ds + o(h). \]
Hence,

\[ a + \frac{1}{q} \| \xi \|^q_{L^q(\mu_0)} + \frac{1}{h} \int_{t_0-h}^{t_0} V(\sigma(s)) ds > -\delta + o(1) \]

as \( \delta \to 0^+ \). Notice that \( \lim_{s \to t_0^-} \sigma(s) = \mu_0 \) uniformly in all \( h > 0 \) small enough by (5.11). Thus,

\[ a + \frac{1}{q} \| \xi \|^q_{L^q(\mu_0)} + V(\mu_0) \geq -\delta. \]

As \( \delta \) was arbitrary, inequality (5.4) is now established.

4. Assertion (ii) follows from simple estimates. Indeed, recall \( U(\mu, t) \leq G(\mu) - tV(\mu) \) and that in the proof of Lemma 2.2, we established an inequality that implies \( U(\mu, t) \geq G(\mu) - Ct \) for an appropriate constant \( C = C(\mu) \). Hence, \( \lim_{t \to 0^+} U(\mu, t) = G(\mu) \). \( \Box \)

**Remark 5.2.** Following Definition 5.1, we may define the superdifferential of \( \mathcal{H} \in USC(M_2) \) at \( \mu_0 \) as mappings \( \xi \in \text{CoTan}_{\mu_0}(M_2) \) for which

\[ \mathcal{H}(\mu) \leq \mathcal{H}(\mu_0) + \inf_{\pi \in \Gamma_0(\mu_0, \mu)} \iint_{\mathbb{R}^d \times \mathbb{R}^d} \xi(x) \cdot (y - x) d\pi(x, y) + o(W_2(\mu_0, \mu)), \] (5.12)

as \( W_2(\mu_0, \mu) \to 0 \). We may extend this definition to measures as follows. A measure \( \gamma \in \mathcal{P}_2(\mathbb{R}^d \times \mathbb{R}^d) \) belongs to the extended subdifferential of \( \mathcal{H} \) at \( \mu_0 \) provided \( \pi^{1,3}_\# \gamma = \mu_0 \) and

\[ \mathcal{H}(\mu) \leq \mathcal{H}(\mu_0) + \inf_{\rho} \iiint_{\mathbb{R}^d \times \mathbb{R}^d \times \mathbb{R}^d} z \cdot (y - x) d\rho(x, y, z) + o(W_2(\mu, \mu_0)), \] (5.13)

as \( W_2(\mu, \mu_0) \to 0 \). Above, the supremum is taken over \( \rho \in \mathcal{P}_2(\mathbb{R}^d \times \mathbb{R}^d \times \mathbb{R}^d) \) satisfying \( \pi^{1,3}_\# \rho = \gamma \) and \( \pi^{1,2}_\# \rho \in \Gamma_0(\mu_0, \mu) \).

Observe that for any \( \xi \) satisfying (5.12), \( \gamma := (\text{id}_{\mathbb{R}^d} \times \xi) \# \mu_0 \) satisfies (5.13). In [1], Ambrosio and Feng used the extended subdifferential to successfully compare the corresponding viscosity sub and supersolutions. It is an open problem to deduce whether viscosity sub and supersolutions as defined in this paper admit a comparison principle.

We conclude by stating that the modified generalized value function (3.1) also has a PDE characterization. We omit the proof as it is very similar to the one presented above. Again, we view this a very good sign that there are many interesting problems to be worked out in the direction of deterministic control in the Wasserstein spaces.
Proposition 5.3. Assume $\ell$ is increasing, convex and satisfies
\[ \lim_{w \to +\infty} \frac{\ell(w)}{w} = +\infty. \]

Then the modified action $U$ defined in (3.1) is a viscosity solution of the HJE (3.3).
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